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In this paper, the digital algorithm and the device for the demodulation of the quadrature amplitude modulation signals are considered. The 

fundamental advantages of our approach are simple hardware implementation, minimal number of arithmetic operations required over the 

signal period as well as the potential interference immunity in the presence of Gaussian noise. The expressions have been found for the 

error probability and their inaccuracy has been estimated. By means of the statistical simulation methods, the practical interference 

immunity of the introduced demodulator, together with the influence of phase locking errors have been tested. The introduced demodulator 

can be implemented either as a device independent from the programmable logic devices, or as an installation unit of the receiver 

equipment. 
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1.  INTRODUCTION 

Quadrature amplitude modulation (QAM) is widely used 

in systems for transmitting discrete multilocation signals via 

wire and radio channels [1]-[3] because QAM provides 

high-speed data transfer together with spectral efficiency 

[1]. However, the common QAM signal demodulation 

devices have a few disadvantages. The first one is the use of 

analog signal processing requiring compensation of both the 

quadrature channels amplitude difference and some other 

errors [4], [5]. Another is the complexity of the signal 

processing digital implementation involving a large number 

of arithmetic operations to deal with each of the received 

signal samples that implies the need for an expensive high-

speed hardware [6], [7]. 

It is noteworthy that the adaptive algorithms have been 

developed for the QAM signal demodulation in varied data 

transmission systems [8]-[10]. However, in this case, their 

implementation may require significant computational 

resources. 

In this paper, built based on the fast-digital algorithm for 

optimal processing of the narrow-band signals [11], [12], the 

simple digital high-frequency QAM demodulator is 

introduced that has none of the disadvantages mentioned 

above and that can be efficiently implemented by means of 

modern programmable logic devices (PLDs). 

 

2.  THE ALGORITHM FOR QAM SIGNAL DEMODULATION 

The high-frequency QAM signal (for example, from the 

intermediate frequency section output of the receiver) takes 

the form of 

 

 ( ) ( ) ( ) ttBttAts 00 sincos ω+ω= , (1) 

 

where ( )tA  and ( )tB  are the amplitudes of its in-phase and 

quadrature components taking the discrete values according 

to the modulating digital signal; 00 2 fπ=ω  and 0f  is 

carrier frequency. For example, while forming the sixteen 

position QAM signal (16 QAM), the transferred four-bit 
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binary code is divided into two two-bit combinations 00, 01, 

10, and 11 under which the amplitudes ( )tA  or ( )tB  take 

the values independently from each other, for example, 

U3− , U− , U, and U3  correspondingly (where U is the 

specified value). The normalized time diagrams ( )tA , ( )tB , 

and ( )ts  are drawn in Fig.1. The information symbol 

duration is NT=τ , where 01 fT =  is the carrier period, 

nN 2=  is the number of periods, n is an integer. 

 

 

a) 

 

b) 

 
Fig.1.  The time diagrams of the amplitudes of the in-phase and the 

quadrature components a) and of the QAM signal b). 

 
The values of the amplitudes of the in-phase and 

quadrature components are represented by the points on the 

plane ( )BA,  in the signal diagram called “constellation”. 

The block diagram of the QAM signal demodulator is 

shown in Fig.2. The input signal ( )ts  (1) is passed to the 

input of the analog-to-digital converter (ADC) operated by 

the clock generator (CG) with the frequency 04 ffQ = . As a 

result, the four samples 0is , 1is , 2is , 3is  are formed over 

each of the i-th signal period. 

 

 
 

Fig.2.  The block diagram of the QAM signal demodulator. 

 

The synchronism between the CG and the received signal 

is provided by the clock unit (CU) implemented, for 

example, according to [13]. The received samples are stored 

in the multibit shifter (MS4) containing four samples. After 

that, the fast-computational procedure [11], [12] of the 

accumulation of quadrature channel sample differences 

( )02 ii ss −  and ( )13 ii ss −  over the last N periods is defined 

by the expressions 

 

 ( ) ( )[ ]∑
−

=
−− −=

1

0

020   
N

j

jijii ssy , (2) 

 

 ( ) ( )[ ]∑
−

=
−− −=

1

0

131   
N

j

jijii ssy . (3) 

 

In the subtractors 0SUB  and 1SUB , the differences are 

determined of even and odd samples which are then 

summarized with the contents of the multibit registers 

01MR  and 11MR . Each of these registers contains one 

value of each of the differences obtained while processing 

the previous period. Thus, the sums of differences of the 

samples of the two neighboring periods are formed. 

Thereafter, new values of the samples’ differences are poked 

into 01MR  and 11MR  registers substituting their previous 

contents. Then, in the summators 01SUM / 11SUM  and the 

multibit shifters 02MR / 12MR , the sums of the four 

neighboring samples’ differences are calculated and stored. 

Further the device cycles are carried out likewise and, as a 

result, the responses 0iy  (2) and 1iy  (3) are generated at the 

outputs of the quadrature processing channels. 

The values of the responses of the quadrature channels 

0iy  and 1iy  are compared with the threshold levels (for 16 

QAM, they are equal to 0 and U2± ) in the thresholders 

0TD  and 1TD  at the moment of the symbol termination. 

Thus, in each channel the received information code is 

determined and the decision on the received symbol is made 

in the resolver RS and the decoder DC. Normalizing and 

synchronizing unit provides demodulator bit timing. 

As in (2), (3) there is a large number of summation 

operations, the normalization of non-Gaussian interferences 

is carried out in the demodulator. 

The considered device can be implemented based on the 

modern PLDs providing the QAM signal processing at the 

central frequency 0f  whose value may be up to several tens 

of megahertz. 

 

3.  THE SIMULATION OF THE QAM SIGNAL DEMODULATOR 

In Fig.3.a) and Fig.3.b), we can see the normalized time 

diagrams of the responses of the quadrature channels 

NUyi 20  and NUyi 21  obtained by simulation in case 

when 64=N  and interferences are absent. Here by dotted 

lines the transmitted signals ( ) UtA  and ( ) UtB  are shown. 

The straight-line form of responses indicates that the 

demodulator provides optimal signal processing. The 

decisions on the received symbols are made at their 

termination while the values of Ni  are the integers. 
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In Fig.4. the “constellations” of the normalized results of 

the QAM signal processing are presented in the absence of 

interference (Fig.4.а)) and in the presence of the band 

Gaussian interference (Fig.4.b)). 

 

 

a) 

 

 

b) 

 
Fig.3.  The responses of the quadrature channels. 

 

 

a) 

 

 

b) 

 
Fig.4.  The 16 QAM signal “constellations” in the absence of 

interference а) and in the presence of the band Gaussian 

interference b). 

 

The demodulator has effective frequency selective 

properties of its own. They can be estimated while passing 

the linear-frequency modulation (LFM) signal with the band 

center 0f  and the unit amplitude to the demodulator input. 

The f∆  location of the amplitude spectrum of such signal is 

shown in Fig.5.а) under 100 =f  MHz. Here 0fff −=∆ . 

In coherent processing, the responses of the quadrature 

channels 0iy  and 1iy  of the input harmonic signal depend 

not only on its frequency but also on its initial phase. In 

order to eliminate the initial phase influence, one can 

determine the value 2
1

2
0 iii yyz +=  which does not depend 

on the input signal initial phase and is not less than the 

modules of each of the quadrature channel responses. In 

Fig.5.b), by solid line, the dependence is plotted of the 

normalized quadrature channel response upon the LFM 

signal frequency linearly increasing in time. It has been 

obtained by means of simulation under 512=N . Here, by 

dotted line, the normalized Nz 2  value is also represented. 

In paper [12], the following expression is obtained for z as 

the function of the current frequency f: 

 

 ( ) ( ) ( )00 2cossin ffffNfz ππ= . (4) 

 

We can see that the graph of ( )fzz ∆=  coincides with the 

dotted line in Fig.5.b). 

 

 

a) 

 

 

b) 

 

Fig.5.  The linear-frequency modulation signal spectrum a) and the 

quadrature channel response b). 

 

4.  THE INTERFERENCE IMMUNITY OF THE QAM SIGNAL 

DEMODULATOR 

For approximate estimation of the interference immunity 

of the QAM signal demodulator operating when the 

distortions of the useful signal are Gaussian, one determines 

the probability of transition of the transferring 
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“constellation” element to the neighboring values under the 

influence of interferences, as it is shown in Fig.6. If, at the 

receiving site, the coordinates of the transferred element in 

the center of the shaded rectangle do not extend beyond its 

borders, then the error has not occurred. Such an estimate of 

the probability of the correct reception will be understated 

for extreme rectangular areas. 

 

 
 

Fig.6.  The explanation for the demodulation error situation. 

 
In the algorithm under testing, no amplitude dissimilarity 

of the quadrature channels is present, as the signals 

corresponding to them are formed by the ADC based on the 

common input signal. 

In each loop of the accumulation of the sample differences 

(Fig.2.) of the signals with the amplitudes IS  and QS  that 

are in the in-phase and the quadrature channels, 

respectively, and are equal to U±  or U3±  for 16 QAM, the 

responses’ mean values IX  and QX  over N periods are the 

following: 

 

 II NSX 2= ,       QQ NSX 2= . (5) 

 

As for the dispersions of the responses, they are the same 

and are equal to 

 

 22 2 nNσ=σ . (6) 

 

Here 2
nσ  is the dispersion of the samples of the Gaussian 

noise at the input. For the sake of calculation simplicity, it is 

presupposed that these samples are statistically independent. 

The distance between the mean values of the neighboring 

positions in the demodulator responses (Fig.6.) is 

determined by the expression 

 

 NUX 42 =∆ . (7) 
 

Taking into account (5) and (6), the two-dimensional 

probability density of the independent random Gaussian 

values Ix  and Qx  of the responses of the quadrature 

channels 0y  and 1y , can be written as 

 

 ( ) ( ) ( )














σ

−+−
−

πσ
=

2

22

2 2
exp

2

1
,

QQII

QI

XxXx
xxw . (8) 

 

If, in (8), one passes to the centered variables 

II Xxx −=0  and QQ Xxx −=1 , then one can get 

 

 ( ) ( )[ ] 222
1

2
010 22exp, πσσ+−= xxxxw . (9) 

 

The variables 0x  and 1x  crossing the boundaries X∆±  

will result in the error situation while determining the 

received position. Therefore, the error probability can be 

found as 
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 (10) 

 

After simple transformations, it can be obtained 

 

 ( )[ ]2
 21 1 σ∆−−= XQperr , (11) 

 

where ( ) ( )∫
∞

π−=
x

duuxQ 2 2exp 2  is Gaussian error 

integral [3]. In view of (6) and (7), the expression (11) can 

be transformed into 

 

 ( )[ ]20  221 1 hQperr −−= . (12) 

 

Here 

 nNUXh σ=σ∆= 20  (13) 

 

is the voltage signal-to-noise ratio at the demodulator 

output, provided that the amplitude of the input signal in 

each of the quadrature channels is minimal (i.e., it is equal 

to U). In case of the four-position QAM, the formula (12) 

coincides with the common expression for the error 

probability for the four-position phase-shift keying (QPSK) 

[2], [3]. 

Equation (12) has been obtained without taking into 

account the exterior constellation domains. To estimate its 

accuracy, the error probability is determined in case of the 

four-position QAM. The corresponding constellation under 

UXX QI ==  is shown in Fig. 7. 

 



 

 

 

MEASUREMENT SCIENCE REVIEW, 18, (2018), No. 6, 236-242 
 

240 

 
 

Fig.7.  The four-position QAM constellation. 

 

In this case, the error probability is equal to 
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By applying (13) in (14), it can be obtained: 

 

 ( )0
2

4 21 hQperr −−= . (15) 

 

Analogously, while receiving the binary phase-shift keyed 

signal, which can be considered as the QAM signal under 

2=M , the well-known (see [1]-[3]) exact expression is 

obtained: 

 

 

( )

( ). 2 
2

exp
2

1
1

 1

0

2

2

hQdy
y

dxxwp

X

X

err
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



−

π
−=

=−=

∫

∫
∞

σ∆−

∞

∆−
 (16) 

 

In Fig.8., there can be seen the approximate dependence of 

the error probability ( )0hperr  (12), as well as the exact 

curves ( )04 hperr  (15) and ( )02 hperr  (16). The upper solid 

line corresponds to the values of the error calculated by the 

formula (12), the lower solid line ( 4=M ) – to the ones 

calculated by the formula (15), and the dashed line ( 2=M ) 

– to those calculated by the formula (16). As it follows from 

Fig.8., even under the crudest estimation of the boundary 

constellation areas, the inaccuracy of the formula (12) is 

relatively small and it decreases rapidly with the rising M. 

The most important characteristic of the demodulator is 

the operating signal-to-noise ratio 2h  that can be considered 

as the ratio of the signal power to the noise power [1]-[3]. 

The QAM signal amplitude (Fig.1.b)) changes together with 

the signal power and, thus, the signal-to-noise ratio. In [2], 

for the calculation of the demodulator characteristics, it is 

suggested to use the mean values of the signal power by all 

the equiprobable signal versions. What is also introduced 

here is the power 0P  of the “base signal pulse” at the 

quadrature channel inputs having the minimum amplitude U 

and corresponding to the output signal-to-noise ratio 2
0h  

(13). 

 

 
 

Fig.8.  The dependences of the error probabilities upon the signal-

to-noise ratio. 

 

The signal element amplitudes in the quadrature channels 

are equal to ( )UkUk  12 −= , Kk  , ,2 ,1 K= , 2MK = , 

while ( ) 0
2

12 PkPk −= . As a result, meanP  denoting the 

power mean value of the equiprobable signals in the 

quadrature channels under M-position QAM with the 

constellation format presented in Fig.6. is equal to 
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0

0

1

20
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1
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+−
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=
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Then, for the mean signal-to-noise ratio, it is: 
 

 ( ) 31 2
0

2 hMh −= . (17) 

 

Expressing the h value in terms of (17) and substituting it 

into (12) helps to obtain the expression for the error 

probability in the form of 

 

 ( )( )[ ]2 1621 1 −−−= MhQperr .  

 

The same results are obtained in [2] while evaluating a 

potential interference immunity of the analog QAM signal 

demodulator. Therefore, the considered digital demodulation 

algorithm is optimal. 

The dependences of errp  upon the time-averaged signal-

to-noise ratio h in case of varied M are shown in Fig.9.  

It is easy to see that the interference immunity of the QAM 

signal demodulation deteriorates if the number of M 

positions increases (the same results are presented in [1], [2] 

for analog demodulators). When 4=M , the QAM signal 
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corresponds to the four-position phase-shift keyed (QPSK) 

signal. At that, according to (15), 0hh =  while the 

corresponding curve in Fig.6. is described by the expression 

(12). That is, it represents the dependence of the error 

probability upon the signal-to-noise ratio 0h  for the basic 

signal pulse. Moreover, it corresponds to the upper solid line 

in Fig.8. 

 

 
 

Fig.9.  The error probability in case of demodulating the QAM 

signals of the varied formats. 

 

 
 

Fig.10.  The simulation results of the digital 16 QAM signal 

demodulator. 

 

In order to test the operability and performance of the 

presented demodulator, in Delphi and ISE WebPACK 

environments, the statistical simulation has been carried out 

of how it operates while receiving 16 QAM signals against 

the band Gaussian noise with the independent samples. In 

Fig.10., the dependences are shown of the error probability 

upon the signal-to-noise ratio 0h  in the absence of 

synchronizing errors and when 64=N  and 16=M . Here, 

by solid line, the error probability values calculated by the 

formula (12) are drawn while by squares – the 

corresponding simulation results. When obtaining the 

simulation results, the sample volume of the symbols being 

received has been chosen from 510  to 710 , depending on 

the signal-to-noise ratio. Thus, with the probability of 0.9, 

the confidence interval boundaries deviate from the values 

obtained during the simulation by no more than 10...15 %. It 

can be seen that the theoretical data correspond with the 

simulation data satisfactory under a wide range of 0h . 

We have to emphasize that the performance of the 

coherent QAM signal demodulator depends primarily upon 

the accuracy of the phase locking of the ADC clock 

generator and the received signal. From [14], the estimates 

are known of the influence of the phase locking errors of the 

coherent binary phase-shift keyed signal demodulator upon 

the error probability. That study has demonstrated that the 

root-mean-square deviation of the input and the clock signal 

phase shifting should not exceed 0.1 rad. 

When 16 QAM signal is received and the phase deviation 

between the clock and the input signals is constant and equal 

to 0.1 rad, the error probability increases significantly. This 

is illustrated by Fig.10. (rhombuses) for the case of 64=N  

and 16=M . With increasing M, the interference immunity 

deteriorates abruptly. Thus, the requirements to the accuracy 

of the phase locking of the QAM signal demodulator are 

stricter than in the case of the coherent binary phase-shift 

keyed signal demodulation. 

 

5.  CONCLUSION 

The introduced fast digital algorithm and the device for 

digital demodulation of the high-frequency QAM signals 

that is based on it require minimum number of computations 

over the signal period, and thus the hardware resources 

needed for their implementation are not too great. The 

demodulator has its own frequency selectivity, its frequency 

properties are matched with the received signal. The 

expressions for the probability of the inaccurate 

demodulation have been obtained and they show that the 

demodulator provides potential interference immunity 

against Gaussian noises. In the case of the non-Gaussian 

interferences, their normalization can often occur, and the 

demodulation algorithm can provide the optimal processing. 

As a result of the present study of the influence of the phase 

shifting between the received and the clock signals upon the 

error probability, it can be demonstrated that, for the 

multilocation QAM signals, the accuracy requirements to 

phase locking are higher than in binary signal demodulating. 

The considered demodulator can be effectively implemented 

by means of the modern PLDs, including, for example, the 

PLD Spartan-6 family (XC6SL25) produced by Xilinx [15]. 

These PLDs provide signal processing under 16=M  at the 

frequencies 0f  up to 50 MHz and with the required power 

of less than 80 mW. High-end PLD families allow 

processing the higher-frequency signals (up to 

1501000 ÷=f  MHz) with higher values of M. 
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