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According to the characteristics of stable single-phase flow, a phase difference measurement method based on the extended Kalman filter is 

proposed in this paper for use with Coriolis mass flowmeters. Firstly, the Mallat algorithm is applied to filter out interference signals. Then, 

the frequency and phase difference of the two reconstructed signals are detected through the extended Kalman filter. Compared with the 

sliding Goertzel algorithm or discrete time Fourier transform, the proposed method does not need to predict the signal frequency and avoids 

quadratic error. Simulations and experiments show that the proposed method has stronger anti-interference, higher measurement accuracy 

and lower relative error than the existing method based on the Hilbert transformation. 
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1.  INTRODUCTION 

Coriolis mass flowmeters (CMF) can directly measure fluid 
mass flowrates with high precision and have many 
applications in various industries. The mass flowrate is 
obtained by measuring the phase difference between two 
vibration signals of the same frequency that are detected by 
electromagnetic sensors [1], [2]. Therefore, accurate phase 
difference estimation is essential for CMF. 

At present, the main methods for CMF phase difference 
estimation include discrete Fourier transform (DFT) [3]-[6], 
sliding Goertzel algorithm (SGA) [7]-[9], discrete time 
Fourier transform (DTFT) with negative frequency 
contribution [10], and Hilbert transform (HT) [11]-[13]. The 
DFT can effectively suppress the interference of harmonics 
and random noise, and has good anti-interference ability. 
However, due to non-periodic sampling, spectral leakage can 
result in reduced accuracy of phase difference calculations. 
The SGA eliminates the spectrum leakage caused by non-
periodic sampling of DFT, but there is a slow convergence 
rate and a numerical overflow problem in practical 
applications. DTFT with negative frequency contribution has 
a higher accuracy than traditional DTFT algorithms, but the 
iterative process makes for a large computational load. Both 
SGA and DTFT algorithms need to know the frequency in 
advance to calculate the phase difference. The HT method is 
computationally efficient and can obtain the phase difference 
without information on signal frequency [14]. However, its 
anti-interference performance is poor and it needs a strict pre-
filter. Singular value decomposition (SVD) [14] and 

polyphase decimation filtering and band-pass filtering [13] 
have been applied to CMF to filter out noises.  

A phase difference measurement method based on the 
extended Kalman filter (EKF) for CMF is proposed in this 
paper. It eliminates the need to know the frequency when 
calculating the phase difference and provides more precise 
estimates than the existing methods. In Section 2, the process 
of the new method is presented, including noise reduction, 
state space description, and EKF. The performance of the 
proposed method is validated by simulations and experiments 
in Section 3. Conclusions are drawn in Section 4. 

 
2.  PRINCIPLE OF PHASE DIFFERENCE MEASUREMENT BY EKF 

A.  Noise reduction based on the Mallat algorithm 

The Mallat algorithm [15] is a fast algorithm used for 
wavelet analysis. It is a tower algorithm based on multi-
resolution scenarios, and was proposed by Mallat for use with 
discrete signals. The difficulty of calculating wavelet 
coefficients is greatly reduced with the Mallat algorithm. The 
essential process of the Mallat algorithm is to obtain two sets 
of parameters: 1) approximate coefficients from a low-pass 
filter, and 2) detailed coefficients from a high-pass filter. 
Then, in the same way, the low frequency part is taken as the 
input signal and decomposed again. This kind of signal 
decomposition can decompose a mixed signal composed of 
different frequencies into sub-signals of different frequency 
bands. It can be effectively used for signal feature extraction, 
signal and noise separation, signal analysis, and 
reconstruction. 
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According to the Mallat algorithm process, the appropriate 

wavelet function should be selected. The signal is 

decomposed layer by layer to obtain the wavelet coefficients 

of each layer. Then, according to a certain algorithm, the 

wavelet coefficients of each layer are processed to eliminate 

noise from the signal. After reconstruction, the final wavelet 

coefficient matrix of the target signal retains only the valid 

information. 

The output signal ( )f t  of a CMF sensor can be expressed 

by the following equation: 
 

( ) ( ) ( )i sf t f t f t= +
                          (1) 

 

where ( )if t is the effective signal; and s ( )f t is signal noise, 

including harmonics and random noise. 

Finite layer decomposition of the signal is performed using 

the Mallat algorithm: 
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where J is the number of decomposition layers; ( )A

J JA f t=

represents the approximate coefficients; and  

( ), 1,2,D

J jD f t j J= = L  represents the detailed 

coefficients. 

In this paper, the Daubechies wavelet is used to decompose 

the CMF output signal in five layers: 
 

5 4 3 2 1( )f t A D D D D= + + + +                 (3) 

 

When the signal is reconstructed, the detailed coefficients 

in each sub-band are set to zero and the approximate 

coefficients are unchanged, which is equivalent to effectively 

separating the fundamental frequency signal and the noise 

contained in the CMF output signal. 

 

B.  Phase difference measurement based on EKF 

When CMF is used to stabilize single-phase flow 

measurements, the output signals are generally considered to 

be sinusoidal signals of constant amplitude and frequency. 

However, harmonic noise and random noise are also found in 

actual output signals. The discrete form of CMF signals 

detected by electromagnetic sensors after processing with the 

Mallat algorithm can be expressed as 
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where ( 1,2, )k k n= K  is a sampling instance; kz  is the 

instantaneous value of the output signal; ˆ
kz is the estimated 

value of the output signal; kA  is the signal amplitude; kθ  is 

the phase; the angular frequency is 2 /k k sf fω π= , sf  is 

the sampling frequency; and kv  is a small amount of 

interference signal after filtering, taking the white noise with 

zero mean. 

The amplitude, phase, and frequency of the signal are used 

to establish the state vector, as shown below: 
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where 1k
x is the amplitude condition; 2k

x  is the amount of 

phase state; and 3k
x  is the frequency condition. 

For stable single-phase flow measurements, the CMF’s 

output signal state transition equation is described as follows. 

In the absence of control inputs, a discrete-time nonlinear 

process of a CMF’s output signal for stable single-phase flow 

measurements can be expressed by the following state-space 

description: 
 

1 1
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1 2( ) sin( )
k kk k k kz h x v x x v= + = +               

(7) 

 

where 1kx +  is the process state; kz  is the measurable output; 

F  is the system transition matrix; ( )kh x  is the 

measurement function; kw  is the process noise, and kv is the 

measurement noise, represented as (0, )→k kw N Q  and 

(0, )→k kv N R . 

A non-linear relationship exists between the measurements; 

or, the process itself is non-linear in nature. For this reason, 

EKF is preferable for use for dynamic state estimation. The 

EKF can be applied to nonlinear systems by first-order 

truncation of a Taylor series expansion of the nonlinear 

functions. 

In a Taylor series expansion of the nonlinear function, the 

primary term coefficients are approximated so that each 

estimate can be performed under the linear model. The EKF 

technique is a two-stage recursive process of prediction and 

updating following an initialization step [16], [17]. The EKF 

procedure is summarized in the following algorithm. 

Step 1: Filter initialization  

The initial state estimate and its associated variance are 0x̂

and 0P , respectively. 
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Step 2: Prediction based on previous estimated states  

Use the measured and estimated states at the previous step 

to predict the state and covariance matrix using the following 

relationships. 
 

, 1 1
ˆ ˆ( )k k kx f x− −=                           

(8) 
 

, 1 1 1

T

k k k kP FP F Q− − −= +                    
(9) 

 

where 
, 1

ˆ
k kx −  is the a priori state estimate; 

, 1k kP −  is the a 

priori covariance matrix; 1kP −  is the a posteriori covariance 

matrix; and the system transition matrix is the constant matrix 
 

1 0 0

0 1 2 /

0 0 1

sF fπ

 
 =  
  

. 

 

Step 3: Update step  

The measured output equation can be linearized as 
 

k k k kz H x v= + %                             (10) 
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( )k k k k kv v h x H x= + −%                      (12) 

 

The new state updated through EKF can be written as  

Kalman Gain:  

 
1

, 1 , 1 , 1( )T T

k k k k k k k k k kG P H H P H R −
− − −= +        (13) 

 

State matrix: 
 

, 1 , 1
ˆ ˆ ˆ( ( ))k k k k k k kx x G z h x− −= + −               (14) 

 

Covariance matrix: 

 

, 1( )k k k k kP I G H P −= −                      (15) 

 

From the above steps, the state estimation value ˆ
kx can be 

obtained, thereby obtaining the real-time amplitude, phase, 

and frequency of the two output signals and, finally, 

calculating the phase difference θ∆ . 

 
3.  SIMULATION AND EXPERIMENTAL RESULTS 

Simulations and actual experiments were conducted to 

verify the proposed method.  

A.  Simulation of noise reduction 

In order to validate the performance of the Mallat algorithm 

applied in the CMF, Mallat algorithm simulations were 

conducted first. In these simulations, the signal frequency 

was set to 104.32 Hz and the sampling frequency to 10 kHz. 

The signal also contained noise, including double harmonics, 

higher harmonics, and white noise with an amplitude of 

0.1 V. The signal-to-noise ratio (SNR) of the simulated signal 

was 19.6 dB. 

The Db40 wavelet function was selected, and the CMF 

signal was decomposed into five layers. The de-noised signal 

was reconstructed according to the low frequency coefficients 

of the different frequency bands. Fig.1. and Fig.2 .represent 

the time domain waveform and the frequency spectrum of the 

filtered signal, respectively. It can be seen from Fig.1. that the 

method achieves stability after approximately 0.05 seconds. 

The filtered signal retains the characteristics of the original 

signal, and the SNR equals 32.7 dB. As shown in Fig.2., the 

Mallat algorithm provides good filtering effects for both 

harmonics and random noise. 

 

 
 

Fig.1.  Time domain waveforms of the original signal (blue) and 
the signal filtered by the Mallat algorithm (red). 

 

 
 

Fig.2.  Spectrograms of original signal (blue) and signal filtered by 
the Mallat algorithm(red). 

 

B.  Simulation of phase difference measurement 

In order to validate the effectiveness of the proposed 

algorithm, computer simulations were conducted. The 

properties of the proposed phase difference measurement 

method were analyzed by the Hilbert transform and the 

discrete time Fourier transform with negative frequency 

contribution (DTFT in [10] for short) for comparison. Hilbert 

transform has the advantage of being able to measure the 

phase difference independent of signal frequency. The phase 

difference measurement results are presented in Fig.3., which 

shows that the proposed method can track the phase 

difference of the signal well in the vicinity of 0.05 s (the black 
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dotted line indicates the error limit of ±0.2 %). Fig.4. shows 

the relative errors in phase difference between sampled points 

2000 to 3000. As shown in Fig.4., the proposed method has 

better ability to suppress random noise and harmonics 

compared with the Hilbert transform and DTFT in [10].  
 

 
 

Fig.3.  Comparison of phase difference measurement performance. 

 

The mean square error (MSE) was calculated for 

comparison by (16), and the results are shown in Table 1. 

 

21
ˆ[ ( ) ( )]

N

i m

MSE i i
N m

ω ω
=

= −
−
∑             (16) 

where  ( )iω  and ˆ ( )iω  are  the  actual  phase  difference and 

estimated phase difference, respectively. m and N are the 

beginning and end of the computing simulated signal, 

respectively, and equal 3000 and 10000. 

It can be seen from Table 1. that compared with the Hilbert 

transform and DTFT in [10], the relative error measured by 

the proposed method is one order of magnitude more accurate 

and the MSE is two orders of magnitude more accurate, 

which demonstrates that the proposed method has higher 

precision. 

 

 
 

Fig.4.  Relative errors in phase difference between  

sampled points 2000 to 3000. 

 

 

Table 1.  Measurement errors under different phase differences. 

 

Initial phase 

difference 

(rad) 

Phase difference relative error (%) Phase difference MSE  

DTFT in 

[10] 

Hilbert 

transform 

Proposed 

method 

DTFT 

(× 10-10) 

Hilbert 

transform 

(× 10-10) 

Proposed 

method 

(× 10-12) 

0.0070 0.2718 0.0377 0.0024 11.859 0.4869 0.0426 

0.0100 0.2365 0.0384 0.0019 11.543 1.0045 0.0407 

0.0300 0.0745 0.0381 0.0014 11.269 9.4741 0.2044 

0.0500 0.0416 0.0376 0.0051 10.3994 2.6775 1.1921 

0.0700 0.0280 0.0385 0.0029 9.0594 5.4869 1.5863 

 
 

Table 2.  Estimated time delays and relative errors under different flow rates. 

 

Mass 

flow rate 

(t/h) 

Theoretical 

time delay 

(μs) 

Mean time delay (μs) Relative error of time delay (%) 

DTFT 

in [10] 

Hilbert 

method 

Proposed 

method 

DTFT in 

[10] 

Hilbert 

method 

Proposed 

method 

2.4 3.8182 3.7889 3.8239 3.8172 -0.767 0.149 -0.026 

10.0 16.1043 15.9803 16.1280 16.1153 -0.770 0.147 0.068 

20.0 30.2032 29.9703 30.2478 30.2139 -0.771 0.148 0.035 

24.0 36.1008 35.8220 36.1551 36.1161 -0.772 0.150 0.042 
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C.  Experimental results 

Experimental data under different flow rates were gathered 
through a BHDN40-020-1 CMF with a BHSH1001-2 
transmitter and sensor frequency of 96 Hz. For different 
flowrates, the theoretical time delays and those estimated by 
the Hilbert transform, DTFT in [10] and proposed method 
were calculated (Table 2.). As shown in Table 2., the relative 
errors in the time delays estimated by the proposed method 
were smaller than those of the other two methods, which 
demonstrates the superior performance of the former. The 
reason why the relative error of the experimental data of the 
two algorithms is greater than the simulation error is that the 
experimental data contains a small amount of harmonic noise, 
and the proposed algorithm has a certain error in the random 
noise estimation. 
 
4.  CONCLUSIONS 

This paper studies the possible applications of EKF in the 
signal processing of Coriolis mass flowmeters. The SGA and 
DTFT algorithms are dependent on frequency when used to 
calculate the phase difference. The Hilbert transformation 
method does not need to calculate frequency first to calculate 
phase differences, but the calculation accuracy is affected by 
noise. To solve the aforementioned problems, a novel method 
based on EKF was proposed for obtaining phase differences 
in CMF signals. First, the Mallat algorithm was used to 
reduce the noise contained in CMF output signals. Second, a 
state-space model of CMF output signal was established for 
stable single-phase flow, which effectively represents the 
filtered output signal. Third, quadratic error can be avoided 
because the frequency and the phase difference are calculated 
by EKF simultaneously and independently. Simulations and 
experiments were used to demonstrate the effectiveness and 
superior performance of the proposed method. While the 
concept has been preliminarily validated, the experiments 
were limited to stable single-phase flow scenarios. Therefore, 
it is necessary to conduct further research in applied 
environments. For future goals, further performance 
enhancements will be obtained by using an improved EKF. 
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