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The generalized maximum likelihood algorithm is introduced for detecting the abrupt change in the band center of a fast-fluctuating 

Gaussian random process with the uniform spectral density. This algorithm has a simpler structure than the ones obtained by means of 

common approaches and it can be effectively implemented on the base of both modern digital signal processors and field-programmable 

gate arrays. By applying the multiplicative and additive local Markov approximation of the decision statistics and its increments, the 

analytical expressions are calculated for the false alarm and missing probabilities. And with the help of statistical simulation it is 

confirmed that the proposed detector is operable, while the theoretical formulas describing its quality and efficiency approximate 

satisfactorily the corresponding experimental data in a wide range of parameters of the observable data realization. 
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1.  INTRODUCTION 

The problem of detecting the moments of changes in the 

properties of random processes arises when the specific 

tasks are to be solved including control and monitoring, 

technical and medical diagnostics, measurement data 

processing, etc. [1]-[5]. Often enough, the observed random 

process is the fast-fluctuating one and has the same intensity 

within the working frequency band [6]-[9]. As it is shown in 

[8], [9], the introduction of the conditions of the fast 

fluctuations and the uniform spectral density of the random 

process allows us to significantly simplify the structure of 

the synthesized processing algorithms, especially in the 

presence of the parametric a priori uncertainty. 

In [10]-[12], the algorithms for detecting the abrupt 

change in the energy parameters of band fast-fluctuating 

Gaussian random processes are studied and tested. At the 

same time, in certain practically important applications, it is 

necessary to determine the presence of abrupt changes in the 

frequency parameters of the observable data realization. 

Below, the technically simple algorithm is considered for 

detecting the abrupt change in the Gaussian random process 

band center. Its operability and efficiency are established 

both theoretically and experimentally. 
 
2.  THE PROBLEM STATEMENT 

Let us presuppose that at the receiver input the fast-
fluctuating Gaussian random process of the form 
 

( ) ( )
( )




λ>ν

λ≤ν
=ξ

02

01

 , 

, , 

tt

tt
t                (1) 

 

arrives over the time interval [ ]T,0  and it is observed 

against Gaussian white noise ( )tn  with one-sided spectral 

density 0N . In (1), the notations are: 0λ  is some unknown 

point in time, and ( )tiν , 2,1=i  are statistically 

independent centered stationary Gaussian random processes 
with the spectral densities [7]-[9] 
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Here i0ϑ  is the band center, Ω is the bandwidth, and d is 

the magnitude of the spectral density (intensity) of the 

process ( )tiν  determining its dispersion (mean power) 

πΩ= 2dD , while 02ϑ  is unknown and, in general case, it 

is not equal to 01ϑ . 

The value 0λ  can be considered as the moment of the 

abrupt change in the band center of the fast-fluctuating 

process ( )tξ . The condition of the fast fluctuations can be 

stated as follows [8], [9] 

 

12minmin >>πΩ=µ T ,            (3) 

 

where ( )00min ,min λ−λ= TT . 

According to the observable realization 

 

( ) ( ) ( )tnttx +ξ= ,      [ ]Tt ,0∈ ,       (4) 

 

it is necessary to make a decision on the presence or absence 

of the abrupt change in the band center of the process ( )tξ , 

while unknown parameters 0λ , 02ϑ  can take the values 

from a priori intervals T<Λ≤λ≤Λ< 2010 , 

2021 Θ≤ϑ≤Θ . 

 

3.  THE SYNTHESIS OF THE DETECTION ALGORITHM 

In order to synthesize the algorithm for detecting the 

abrupt change in the band center of the process ( )tξ , let us 

single out two possible hypotheses [5], [12]: 1) hypothesis 

0H  stating that 0201 ϑ=ϑ , i.e. the abrupt change is absent; 

2) hypothesis 1H  stating that 0201 ϑ≠ϑ . For the specified 

alternatives the analytical expressions should be found for 

the decision statistics (logarithms of the functionals of the 

likelihood ratio). 

If the received process ( )tξ  is the fast-fluctuating one so 

that the condition (3) holds, then, by applying the results of 

[8], [9], one gets 
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Here λ, ϑ are the current values of the unknown parameters 

0λ , 02ϑ , respectively, and ( ) ( ) ( )∫
∞

∞−
′ϑ′−′=ϑ ttthtxty d , ,  

is the response of the filter to the observable realization (4) 

while the transfer function ( )ϑω,H  of this filter satisfies 

the condition 

( ) ( )[ ] ( )[ ]Ωω+ϑ+Ωω−ϑ=ϑω IIH
2

, .      (6) 

 

The expression (6) does not uniquely determine the 

function ( )ϑω,H , and therefore the function ( )ϑ,th . In 

particular, the simplest ideal filter satisfying the relation (6) 

is a bandpass filter with the pulse response 

( ) ( )[ ] ( )tttth ϑπΩ=ϑ cos2sin2, . And it should be noted that 

the physically realizable filter corresponding to it can 

always be implemented with the required accuracy [7]. The 

design of bandpass filters with the specified characteristics 

is considered, for example, in [13]. 

The structure of the algorithm for detecting the abrupt 

change in the band center of the random process can be 

determined on the basis of a generalized maximum 

likelihood approach [7], [8]. Then, in general terms, the 

decision detection rule is written as 
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where c is the threshold calculated according to the chosen 

optimality criterion. Taking into account (5), the expression 

(7) is transformed to the form 
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where ( ) ddNcNc +=′ 00 . 

The algorithm (8) for detecting the unknown abrupt 

change in the band center of the fast-fluctuating random 

process can be technically implemented in the form of an N-

channel device, each channel of which is tuned to the 

frequency band [ ]2,2 Ω+ϑΩ−ϑ ii , where 

( ) ϑ∆−+Θ=ϑ 211 ii , Ni ,1= , ( ) N12 Θ−Θ=ϑ∆  (in 

parallel processing), or based on a serial spectrum analyzer 

[7], [8]. 

One of the possible block diagrams of such a device is 

shown in Fig.1. Here the notations are: 1 is the switch that is 

open for time [ ]T,0 ; 20 is a filter with transfer function 

( )01,ϑωH  (6); 2i is a filter with transfer function ( )iH ϑω,  

(6); 3 is the squarer; 4 is the subtractor; 5 is an integrator 

over the time interval [ ]T,0 ; 6 is the delay line for time T; 7 

is an integrator, 8 is a device that generates the greatest of 

the absolute maxima of N input signals within the interval 

[ ]21,ΛΛ  at its output; 9 is the threshold device that 

compares the input signal with the set threshold c′  and 

fixes the presence of the abrupt change in the band center of 

the analyzed process, if this threshold is exceeded, or the 

absence of the abrupt change is real. Obviously, the greater 

the number N of channels, the more accurately the detector 

shown in Fig.1. reproduces the algorithm (8). 
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Fig.1.  The block diagram of the detector of the abrupt change in 

the band center of the fast-fluctuating Gaussian random process. 

 

4.  THE CHARACTERISTICS OF THE DETECTION ALGORITHM 

In order to evaluate the performance of the detector (8) 

analytically, the expressions for the probabilities of the type 

I (false alarm) and type II (abrupt change missing) errors α 

and β [7], [8] should be found. For this purpose, the decision 

rule (8) is represented in the form 
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, πΩ=µ 2T , 0Ndq = . 

When the condition (3) is satisfied, the functionals 

( )vlM ,1 , ( )lM 2  (and, therefore, the functional ( )vlM , ) 

are the Gaussian ones approximately [8], [9]. The specified 

property allows for their full statistical description by the 

moment or correlation functions of the first two orders. And 

according to this, one represents (10) as the sum of signal 

and noise functions: 

 

 ( ) ( ) ( )vlNvlSvlM ,,, 111 += ,    ( ) ( ) ( )lNlSlM 222 += .  

 

Here ( ) ( )vlMvlS ,, 11 = , ( ) ( )lMlS 22 =  are the signal 

functions (mathematical expectations) and 

( ) ( ) ( )vlMvlMvlN ,,, 111 −= , ( ) ( ) ( )lMlMlN 222 −=  are 

the noise functions while averaging ⋅  is carried out over 

all the possible realizations of ( )tx  (4) under the fixed 

values of 0λ , 02ϑ . By direct averaging of (10), one can 

find that 
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where Tl 00 λ= , Ωϑ= iiv 00 , 2,1=i , 0201 vvv −=∆ ,  

( ) ( )xxC −= 1,0max1 , 

( ) ( ) ( )( )zyxzyxzyxC ,,max,,min1,0max,,3 −+= . 

Let now the abrupt change in the band center of the 

process ( )tξ  (1) be absent, that is 0201 ϑ=ϑ . Then, after 

using (9)-(11), the false alarm probability can be represented 

as follows 
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Here ( )vlM ,  is the asymptotically (under minµ  (3) 

increasing) Gaussian random field with the signal function 

 

( ) ( ) ( ) ( )[ ]11,, 0111 −−−== vvClqvlMvlS          (13) 

 

and the correlation function of the noise function 

( ) ( ) ( )vlMvlMvlN ,,, −=  of the form 
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Let us denote 

 

 ll −=′ 1 ,      01vvv −=′ .  

 

Then, from (13), (14), it follows that the Gaussian random 

field ( ) ( )vlMvlM ′′= ,,  is statistically equivalent to the 

product 
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Taking into account the last statement, one can represent 

the probability (12) in the form 
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For the random processes ( )lU ′  and ( )vV ′ , one 

introduces the distribution functions of their greatest 

maxima 
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vv −Θ−Θ , respectively. Further, using the property 

of the statistical independence of the processes ( )lU ′  and 

( )vV ′ , one can define the probability α (16) as 
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Let us determine the functions ( )xFU , ( )yFV  (17). 

According to (15), the process ( )lU ′  is the Gaussian 

Markov (Wiener) random one [14]. Its drift ( )lyKU ′,1  and 

diffusion ( )lyKU ′,2  coefficients are determined by the 

expressions  
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Here ( )lSU ′ , ( )1, llBU ′′  are the mathematical expectation 

and the correlation function of the process ( )lU ′  (15). 

Differentiating in (19) taking into account (15), one can be 

obtained as 11 =UK , 12 =UK . 

The distribution function of the greatest maximum of a 

Gaussian Markov random process of the diffusion type with 

the constant drift and diffusion coefficients has been found, 

for example, in [15]. Using the results of [15], for the 

function ( )xFU  (17) one gets 
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Let us now turn to the definition of the function ( )yFV  

(17). From (15), it follows that ( ) ( )0max VvV =′ . Then, 

according to [8], [16], when ∞→µ , the position of the 

maximum of the process ( )vV ′  converges to the value 

0=′v  in mean square. Thus, if the condition (3) is 

satisfied, then the position of the maximum of the process 

( )vV ′  is located in a small δ-neighborhood of the point 

0=′v  with the probability close to 1. With that in mind, the 

definitional domain of the process ( )vV ′  can be limited to 

the interval [ ]δδ− , , 1<<δ . In this case, one gets that 

( )( ) ( )2121 ,1,1,0max vvfvvf ′′−=′′−  where ( )21,vvf ′′  is any 

of the functions 12 vv ′−′ , 1v′ , 2v′ , 

( ) ( )2121 ,,0min,,0max vvvv ′′−′′ , and for the correlation 

function (15) of the process ( )vV ′ , the following 

representation is valid: 
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From (21), it can be seen that at the intervals [ ]0,δ−  and 

( ]δ,0  the realizations of the process ( )vV ′  are not 

correlated, and, therefore, they are asymptotically 

statistically independent as being the asymptotically 

Gaussian ones. Besides, within each of the specified 

intervals, the correlation function of the process satisfies the 

conditions of the Doob’s theorem [17], according to which 

the random process ( )vV ′  is the Markov random process of 

the diffusion type. By applying (19) and taking into account 

(15), the drift 1VK  and diffusion 2VK  coefficients of the 

process ( )vV ′  can be determined as 
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The general expression for the distribution function of the 

absolute maximum of the Gaussian Markov random process 

with the piecewise constant drift coefficient and the constant 

diffusion coefficient has been obtained, for example, in [18]. 

Using the results of [18], for the function ( )yFV  (17) one 

gets 
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if 0≥y , and ( ) 0=yFV , if 0<y . The error in calculating 

the values of the false alarm probability (12) using the 

formulas (18), (20), (22) decreases with μ (10) increasing. 

Let us assume now that 0201 ϑ≠ϑ  and it represents the 

missing probability as follows 
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One makes the change of variables: 
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Then, taking into account (11), the signal function 

( ) ( )vlMvlS ,, =  and the correlation function of the noise 

function ( ) ( ) ( )vlMvlMvlN ,,, −=  of the decision 

statistics ( )vlM ,  (9) can be represented in the form 
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where 00 1 ll −=′ , while v∆ , ( )xC1 , and ( )zyxC ,,3  are 

defined as the same as in (11). 

One takes into account that the signal function ( )vlS ~, ′′  

reaches the absolute maximum at the point ( )0,0l′ , while the 

realizations of the noise function are continuous with the 

probability 1. Then the output signal-to-noise ratio (SNR) 

for the algorithm (9) can be determined as [7], [8] 
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From (25), it follows that the SNR 12 >>z , if the 

inequality (3) is satisfied and the value of q is not too small. 

In this case, the coordinates of the position of the absolute 

maximum of the functional ( )vlM ~, ′′  are located in a small 

δ-neighborhood of the point ( )0,0l′ . With 2z  increasing 

( ∞→2z ), the size of this neighborhood 
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function and the correlation function of the noise function 

(24), the following asymptotic representations can be 
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( ) ( )[ ] ( ) ( )21
2

211

~
,

~
min,1min11

~
,

~
llvqllR ′′∆++=′′ , 

(27) 

( ) ( ) ( )[ ]
( ) ( ) ( )[

( ) ( ) ( )]23131

21210

12210212

~,,0~,,0

~,~,0max~,~,0min12

~~~,1min~,1min~,~

vvCvvCvC

vvvvqql

vvvvvvlvvR

′∆−′∆−∆+

+′′−′′++′+

+′−′−∆−′+∆−′′=′′

 

 

and ( )δο  denotes the higher-order infinitesimal terms 

compared with δ. 

As it is described in [18], one moves from (9) to the 

difference functional 

 ( ) ( )[ ] σ−′′=′′∆ 0
~,

~~,
~

MvlMvl ,  

where ( )0,00 MM =  is the asymptotically (with minµ  (3) 

increasing) Gaussian random variable with the 

characteristics 00 SM = , 22
0 σ=M , 

( )[ ] ( ) µ∆++′=σ vql ,1min11
2

0
2 , so the missing probability 

(23) can be written in the form 
 

[ ]
[ ]

( ) ( ) ]~~,
~

sup[ 02010

~
,

~~

, 
~

,
~

 
~

022021

1020

vvMcvlP

vvv

lll

≠σ−<′′∆=β

−Θ−Θ∈′

Λ−Λ−∈′

. (28) 

 

From (26), (27), it follows that under 0→δ  the first two 

moments of the functional ( )vl ~,
~

′′∆  are determined as 

 

 ( ) ( ) ( ) ( )δο+′+′=′′∆ ∆∆ vSlSvl ~~~,
~

21 ,  

  (29) 

( ) ( )[ ] ( ) ( )[ ]
( ) ( ) ( ) , ~,~~

,
~

~,
~~,

~
 ~,

~~,
~

212211

22221111

δο+′′+′′=

=′′∆−′′∆′′∆−′′∆

∆∆ vvBllB

vlvlvlvl
 

where 
 

 ( ) 01

~~
llzlS ′′−=′∆ ,      ( ) ( )vvzvS ∆′−=′∆ ,1min~~

2 ,  

( ) ( )






<′′

≥′′′′

′
=′′∆

, 0
~~

                , 0

, 0
~~

  , 
~

,
~

min1~
,

~

21

2121

0
211
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llll

l
llB  

  (30) 

( ) ( )
( )







<′′

≥′′′′

∆
=′′∆

, 0~~                   , 0

, 0~~  , ~,~min

,1min

1~,~

21

2121
212

vv

vvvv

v
vvB  

 

and z is the SNR (25). 
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One should take into consideration the statistically 

independent Gaussian random processes ( )lr
~

1 ′ , ( )vr ~
2 ′  with 

mathematical expectations (30) ( ) ( )lSlr
~~

11 ′=′ ∆ , 

( ) ( )vSvr ~~
22 ′=′ ∆  and correlation functions (30) 

 

 ( ) ( )[ ] ( ) ( )[ ] ( )21121211111

~
,

~
  

~~
   

~~
  llBlrlrlrlr ′′=′−′′−′ ∆ ,  

 ( ) ( )[ ] ( ) ( )[ ] ( )21222221212
~,~ ~~  ~~ vvBvrvrvrvr ′′=′−′′−′ ∆ .  

 

If 0→δ , then the characteristics (29) of the functional 

( )vl ~,
~

′′∆  coincide with the corresponding characteristics of 

the sum of ( ) ( )vrlr ~~
21 ′+′ . Therefore, under conditions of high 

a posteriori accuracy, when 12 >>z  (25), the probability 

(28) can be approximately represented as follows [19] 

 

[ ]
( )

[ ]
( ) ( )

( ) ( ) ( ) . d d  ~ 

]~~sup
~

sup[ 

~ ~

0

210

02

,

1

,
~

∫ ∫
σ

∞−

−σ

δδ−∈′δδ−∈′












−−σ=

=σ−<′+′≈β

c uc

vl

uxxwxucFuw

McvrlrP

    (31) 

 

Here ( ) ( ) xxFxw dd 22 = , ( )
[ ]

( ) ]
~

sup[ 1

,

1 xlrPxF
l

<′=
δδ−∈′

, 

( )
[ ]

( ) ]~sup[ 2

,

2 xvrPxF
v

<′=
δδ−∈′

 are the distribution functions 

of the absolute maxima of the random processes ( )lr
~

1 ′  and 

( )vr ~
2 ′ , while 

 

( ) ( )[ ] π−−= 22exp
2

0 zuuw         (32) 

 

is the probability density of the random variable σ0M . In 

(31), one takes into account that if 0<x , then ( ) 02 =xw  

and ( ) 01 =xF  as ( ) 001 =r  and ( ) 002 =r . 

According to (29), (30), the values of the Gaussian process 

( )lr
~

1 ′  ( ( )vr ~
2 ′ ) at the intervals [ ]0,δ−  and ( ]δ,0  are not 

correlated and, therefore, they are statistically independent. 

Then 

 

( ) ( ) ( )xFxFxF 12111  = ,     ( ) ( ) ( )xFxFxF 22212  = ,    (33) 

 

where 

 

( )
[ ]

( ) ]
~

sup[ 1

0,
~

11 xlrPxF

l

<′=
δ−∈′

,  ( )
( ]

( ) ]
~

sup[ 1

,0
~

12 xlrPxF

l
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δ∈′
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  (34) 

( )
[ ]

( ) ]~sup[ 2

0,~
21 xvrPxF

v

<′=
δ−∈′

, ( )
( ]

( ) ]~sup[ 2

,0~
22 xvrPxF

v

<′=
δ∈′

   

 

Now it is time to introduce the random processes 

( ) ( )lrxl
~~

111 ′−−=′∆ , ( ) ( )vrxv ′−−=′∆ 221 , 

( ) ( )lrxl
~

112 ′−=′∆ , ( ) ( )vrxv ~~
222 ′−=′∆ , [ ]δ∈′ ,0

~
l , 

[ ]δ∈′ ,0~v . From (29), (30), it follows that the processes 

( )li

~
1 ′∆ , ( )vi

~
2 ′∆ , 2,1=i , while 0

~
≥′l , 0~ ≥′v , satisfy the 

conditions of the Doob’s theorem [17] and they are 

Gaussian Markov processes with the drift coefficients 

0lzali ′= , ( )vzavi ∆= ,1min  and the diffusion 

coefficients 01 lbli ′= , ( )vbvi ∆= ,1min1 , 2,1=i . 

Moreover, according to [18], [19], the desired distribution 

functions (34) can be represented in the form 
 

( )
[ ]

( ) ( )∫
∞

δ∈′

δ=>′∆=
0

11

,0
~

1 d ,]0
~

sup[ yywlPxF ii

l

i , 

( )
[ ]

( ) ( )∫
∞

δ∈′

δ=>′∆=
0

22

,0~
2 d ,]0~sup[ yywvPxF ii

v

i , 

 

where the probability densities ( )lyw i

~
,1 ′ , ( )vyw i

~,2 ′  are 

determined from the solution of the direct Fokker-Planck-

Kolmogorov equation [14] with the drift coefficients lia , 

via  and the diffusion coefficients lib , vib , while the 

starting conditions are ( ) ( ) ( )yxywyw ii −δ== 0,0, 21  and 

the boundary conditions are 

( ) ( ) ( ) ( ) 0~,~,0
~

,
~

,0 2211 =′∞=′=′∞=′ vwvwlwlw iiii . After 

solving these equations and integrating the found solutions 

as described, for example, in [18], taking into account (33), 

one obtains 
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, ,, ,,

22112

22111

vvvv

llll

baxfbaxfxF

baxfbaxfxF
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=
  

(35) 
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22112

vvvv
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+
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if 0≥x , and ( ) ( ) 021 == xFxF , ( ) 02 =xw , if 0<x . Here 
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  (36) 
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2
exp

2
,,

2

. 

 

In practice, the calculation of the probability (23) by the 

formula (31) using (35), (36) is very difficult (as the value 

of δ cannot be exactly determined). However, if condition 

12 >>z  (25) holds, then in (35), without any significant 

loss in accuracy, one can use the asymptotic approximations 

of the functions (36) of the form [18] 
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( ) ( )

( ) ( ) ( ). 2exp2,,

, 2exp1,, 

baxbabaxg

baxbaxf

−=

−−=
 (37) 

 

By substituting (37) into (35) and then (32), (35) into (31) 

with subsequent integration by the variables x, u, after all 

the corresponding transformations, one gets 
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  (38) 

 

The accuracy of the formula (38) increases with minµ  (3) 

and z (25). 

 

5.  THE SIMULATION RESULTS 

In order to determine the errors in the approximate 

formulas obtained for the characteristics of the synthesized 

detection algorithm, the statistical computer simulation of 

the detector (9) operation is carried out [20]. 

In the simulation process, over the interval [ ]1,0
~ ∈t  (10) 

the samples ( ) 0,
~~ NTvtTyy mkkm Ω=  (10) are formed at 

the discrete points in time tktk
~~ ∆= , { }tk

~
1 int,0 ∆=  and 

for each of the values of ( ) Vmvm ∆++Θ= 21
~

1 , 

( ){ }1
~~

int,0 12 −∆Θ−Θ= Vm  belonging to the normalized 

band center v (10), as described in [18], [21]. Further, using 

the generated samples kmy~ , within the intervals [ ]21

~
,

~
 ΛΛ , 

[ ]21

~
,

~
 ΘΘ , the samples ( )mnnm vlMM ,11 = , 

( )
0

,12 mnn vlMM =  of the random field ( )vlM ,1  and the 

random process ( )lM 2  (10) are calculated with the 

discretization steps l∆  and V∆  by the variables l and v, 

respectively. Here lnln ∆+Λ= 1

~
, ( ){ }ln ∆Λ−Λ= 12

~~
int,0  

, and the value 0m  corresponds to the frequency 01v , so 

0101

~
0

vVmvm =∆+Θ= . 

The discretization steps are chosen to be equal to 

min05.0
~ µ=∆t  by the variable t

~
 and to be equal to 

01.0=∆=∆ vl  by the variables l and v. As a result, the 

relative standard error of the stepwise approximation of the 

functional ( )vlM ,  (9) based on the generated samples, 

calculated by the technique proposed in [19], does not 

exceed 10 %. 

As an empirical estimate of the false alarm probability α 

(12), there is used the relative frequency of exceeding the 

threshold c~  (9) by the greatest samples out of the decision 

statistic samples ( )mnnm vlMM ,=  in the absence of the 

abrupt change in the random process ( )tξ  (1) band center. 

As an empirical estimate of the missing probability β (23), 

there is taken the relative frequency of not exceeding the 

threshold c~  (9) by the greatest sample out of the decision 

statistics samples nmM  in the presence of the abrupt 

change in the random process band center. 

In Fig.2. and Fig.3., some simulation results and the 

corresponding theoretical curves are presented. In order to 

obtain each experimental value, at least 410  realizations of 

( )tx  (4) are processed under 1.0
~

1 =Λ , 9.0
~

2 =Λ , 

8
~

1 =Θ , 12
~

2 =Θ , 5.901 =v . All of this allows us to 

provide such deviation of the confidence interval boundaries 

from the obtained experimental data that is not greater than 

15 % with the probability 0.9. 

In Fig.2., by solid lines the theoretical dependences are 

presented of the false alarm probability α upon the threshold 

c~  calculated by the formulas (18), (20), (22). Curve 1 is 

plotted for 100=µ , 25.0=q ; curve 2 is plotted for 

200=µ , 25.0=q ; curve 3 is plotted for 200=µ , 1=q . 

The corresponding experimental values of the false alarm 

probability are drawn by squares, crosses, and rhombuses. 

 

 
 

Fig.2.  The false alarm probability. 

 

 
 

Fig.3.  The missing probability. 
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In Fig.3., by solid lines, the theoretical dependences are 

presented of the missing probability β upon the value of the 

parameter q (11) calculated by the formula (38). The 

threshold value c~  is calculated by means of (18), (20), 

(22) according to the Neumann-Pearson criterion for the 

chosen level of false alarm probability that is 610−  in this 

case. Curve 1 is plotted for 100=µ , 5.00 =l , 1=∆v ; 

curve 2 is plotted for 200=µ , 5.00 =l , 5.0=∆v ; curve 

3 is plotted for 200=µ , 5.00 =l , 1=∆v ; curve 4 is 

plotted for 100=µ , 25.00 =l , 1=∆v . The 

corresponding experimental values of the missing 

probability are drawn by squares, crosses, rhombs, and 

circles. 

From Fig.2. and Fig.3., it  follows that the theoretical 

dependences obtained for the probability α that are (18), 

(20), (22) and for the probability β that is (38) are in good 

agreement with the experimental data, at least in the case 

defined by 25min ≥µ , 1.0≥q , 1.0
~

1 ≥Λ , 9.0
~

2 ≤Λ . 

 

6.  CONCLUSIONS 

Based on the results obtained, the following conclusions 

can be made. 

1.  The developed algorithm applying the maximum 

likelihood method for detecting the unknown abrupt change 

in the random process band center in the conditions of the 

fast fluctuations of the observable data realization allows 

such hardware implementation that is significantly simpler 

than the ones that are required by the algorithms obtained by 

means of the common approaches. 

2.  The characteristics of the algorithm for detecting the 

unknown abrupt change in the fast-fluctuating random 

process band center can be analytically calculated with the 

help of the multiplicative and additive generalizations of the 

local Markov approximation method adapted for the case of 

several unknown discontinuous parameters. And it should 

be noted that the quality of the algorithm for detecting the 

abrupt change is better, the earlier the abrupt change time 

occurs and the greater is the difference (within the random 

process bandwidth) between the center frequencies before 

and after the abrupt change. If the difference between the 

center frequencies before and after the abrupt change 

exceeds the random process bandwidth, then the detection 

quality does not improve with its further increase. 

3.  The presented theoretical results deal with a wide range 

of the random process parameter values and as such are in 

good agreement with the corresponding experimental data 

obtained by means of statistical computer simulation. 

4.  As it can be seen from the additional analysis, the 

detectors synthesized on the basis of the proposed approach 

can also be used, and without any significant loss in 

performance, in case when receiving fast-fluctuating non-

Gaussian random processes with the unknown abrupt 

change in the band center. 

The devices specified above can be effectively 

implemented by means of modern digital signal processors 

or field-programmable gate arrays [22]. 
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