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Abstract

In this paper the theory underlying statistical tolerance intervals for a normal distribution with unknown standard
deviation is given

1. Introduction
Tolerance intervals have important role in application of statistical methods in technical practice,
especially in statistical quality control (more about SQC see in [2], [3], [4], [5], [6], [7], [8],
[10]). As far as we know from the literature, tolerance factors for a normal distribution
(normality test see in [9]) have been computed by using approximate methods. These values of
factors do not fulfil current requirements as for accuracy (see [1]), which is why the numerical
methods should be used.

2. One-sided statistical tolerance limit

We consider the case of an upper tolerance limit, ksxTU += , where x  and s  are the sample
mean and sample standard deviation respectively for a random sample of size n from a normal
distribution. The problem is to determine k such that one may have )1(100 α− % confidence that
the area under the normal distribution between −∞=x  and UTx =  is at least β−1 .

This can be alternatively stated as solving for k the equation
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where )(yf  is the density function of a normal distribution with mean µ  and standard deviation
σ . Standardizing the limits of the integral, equation (1) can be rewritten
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where )(yϕ  is the standard normal density function. Inverting the probability on the left-hand
side of (2), we have

( ) ασµ β −=≥−+ − 1/)( 1uksxP (3)

where )1(Φ -1
1 ββ −=−u , i.e. β−1u  is the quantile of the standard normal distribution. Note that

( )βσµ −≥−+ 1/)( uksx  simply defines a region in the sx  ,  plane bounded by a straight line. For
any value of k we could find the value of the left hand side of (3) by numerical integration of the
joint probability density of x  and s , and then iteratively adjust the value of k and reintegrate
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until the integral equalled α−1  within a specified accuracy. However, a more straightforward
method is available.

Expression (3) may be written
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where U is a standard normal variable and βδ −−= 1 un  is a scalar constant. The quotient

σ
δ

/s
U +  has a non-central t-distribution with 1−n  degrees of freedom and non-centrality

parameter δ . Hence (4) can be solved directly from the fact that kn −  must be the α -quantile
of this distribution, i.e. ( ) ) - ,1( /1 1 βα −−−= unntnk . It follows from the properties of the
non-central t-distribution that the formula for k can be rewritten as

( ) )  ,1( /1 11 βα −− −= unntnk (5)

The reflected problem is to determine k such that one may have )1(100 α−  % confidence that
the area under the normal distribution between ksxTL −=  and ∞=x  is at least β−1 . The
required value of k is the same, i.e. ( ) )  ,1( /1 11 βα −− −= unntnk .

3. Two-sided statistical tolerance limits

We now consider the case of a pair of tolerance limits, i.e. a simultaneous upper tolerance limit
ksxTU +=  and lower specification limit ksxTL −= . The problem is to determine k such that

one may have )1(100 α− % confidence that the area under the normal distribution between LTx =
and UTx =  is at least β−1 .

This can be alternatively stated as solving for k the equation
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where f(.) is the density function of a normal distribution with mean µ  and standard deviation
σ . Standardizing the limits of the integral, equation (6) can be rewritten
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where )(yϕ  is the standard normal density function. Without loss of generality, we can set 0=µ
and 1=σ , so that the problem becomes one of determining k such that

( ) αβ −=−≥−−+ 11)(Φ)(Φ2, ksxksxP SX (8)

We introduce the auxiliary function

)(Φ)(Φk)s,,x( ksxksx −−+=ζ (9)
and denote
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Further, because of X is distributed as ),( 2 nN σµ  then 22
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. Furthermore

because of the function ),,( ksxζ  is increasing (strictly) with respect to variable s, then the
equation βζ −=1),,( ksx  has for given values of β , , kx  the unique solution 0s . Let us
denote 0ksR = , then according to formula (9) the next is valid:

β−=−Φ−+Φ 1)()( RxRx . (12)

From the increasing property of ),,( ksxζ it follows, that the condition of βζ −≥ 1),,( ksx  is
equivalent to the condition 0ss > , i.e. Then from independence of X  and S and according to
(10) it follows that:
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Applying the fact, that 2Sν is distributed as )(2 νχ and from the property, that kRs >  is
equivalent to 222 kRs νν > it follows:
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Finally according to formulae (11), (12), (13), the numerical process for computation of two
sided tolerance limit k is given as follows:
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For given values of βαν  , , ,n compute the value of k to be the solution of equation
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where ),( kxF is the upper tail area of the )(2 νχ distribution beyond the point 2
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The quantity R is the solution of equation

01)()( =+−−Φ−+Φ βRxRx (16)

where (.)Φ is the standard normal distribution function. The above computation of k using
formulae (14), (15), (16) can be performed using the suitable numerical methods for computing
the zero of a function and for quadrature.
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