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RESE-CNN: Residual Squeeze-and-Excitation Network for High-
Contrast Optical Tomography Reconstruction
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Abstract: Optical tomography, a critical component of process tomography, is an important tool for determining the absorption coefficient of
cross-sectional media, with significant applications in multi-phase flow analysis, chemical processing, and combustion studies. However, the
precise reconstruction of these media distributions is a major challenge. In this work, a sophisticated optical tomography (OT) system coupled
with an innovative reconstruction algorithm is presented. The system architecture includes 25 light sources and 25 strategically placed fan-
beam receivers. We present a convolutional neural network (CNN) with an encode-decode configuration, augmented by residual connections
and a squeeze-and-excitation (SE) attention mechanism. Initial evaluations performed using MATLAB simulations showed the algorithm‘s
superior performance compared to existing methods, with notable improvements in relative error (RE) and correlation coefficient metrics.
Subsequent practical experiments validated these findings and emphasized the efficiency of the residual and SE components in improving
reconstruction accuracy. While this study focuses on high-contrast binary scenarios, the proposed RESE-CNN framework provides a basic
architecture for future extensions to weakly absorbing and scattering media where nonlinear reconstruction problems dominate.
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1. INTRODUCTION

The acquisition of internal data on dynamic multi-phase
flows in pipelines and the accurate reconstruction of cross-
sectional images are persistent and critical challenges in
numerous industrial fields, including chemical engineering,
mineral oil processing, and nuclear engineering [1]. Opti-
cal tomography (OT) emerges as a formidable tomography
technique that offers unparalleled advantages such as high-
frame rates, exceptional spatial resolution, and robustness to
electromagnetic interference. These characteristics make OT
a highly promising solution for the complex problems asso-
ciated with dynamic multiphase flow measurements. In ad-
dition, its capabilities can significantly improve industrial vi-
sualization and process control. Given its potential, OT is
capable of revolutionizing the way internal flow characteris-
tics are monitored and analyzed, paving the way for advances
in efficiency and safety in these sectors [1], [2].

Image reconstruction is a crucial process in OT that is
essential for converting raw absorption data into detailed
cross-sectional images. Conventional image reconstruction
algorithms address the problem by simplifying the complex
non-linear mapping from absorption coefficient distribution
vectors to projection vectors into a simple linear mapping,
neglecting the non-linear relationship between the two,
which ultimately affects the accuracy of the imaging results
[3]. Therefore, there is a need to explore alternative methods
for effective image reconstruction. In recent years, exten-
sive research has been conducted on image reconstruction

algorithms [4], [5]. Traditional methods such as linear
back projection (LBP), regularization methods, Landweber
iteration, and algebraic reconstruction technique (ART)
[6], are widely used in practice. However, these traditional
algorithms often simplify the non-linear inverse problem
to a linear one, failing to reflect the non-linear relationship
between the projection vector and the true distribution.
Moreover, the line-of-sight (LOS) nature of OT and the
sensitive field distribution — resulting from the specific
emitter and receiver placements — pose additional chal-
lenges that further degrade image quality [2], [7]. Innovative
approaches using deep learning have emerged as promising
solutions to overcome these limitations. For example, Ben
et al. [8] proposed a multitask deep learning method for
simultaneous image reconstruction and lesion localization
in limited-angle diffuse optical tomography (DOT), which
shows significant improvements over conventional iterative
methods. This approach shows that it is suitable for specific
medical applications by integrating tasks that require precise
localization in addition to reconstruction. However, our
proposed RESE-CNN focuses on improving the quality of
reconstructed images through an innovative combination
of residual connections and SE attention mechanisms. In
contrast to the multitasking approach that includes lesion
localization, RESE-CNN is designed to provide superior
performance in absorption coefficient distribution recon-
struction, making it suitable for a wider range of industrial
process monitoring scenarios.
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To overcome these limitations, deep learning techniques
encompassing a wide range of neural network architectures
such as recurrent neural networks (RNNs) and convolutional
neural networks (CNNs) have shown promise. CNNs are par-
ticularly well suited for OT because of their ability to model
spatial hierarchies in imaging data [9]. In this work, we focus
on the integration of residual connections and Squeeze-and-
Excitation (SE) attention mechanisms within a U-Net archi-
tecture to improve the performance of OT image reconstruc-
tion. We compare our proposed method with traditional re-
construction algorithms, including LBP and Landweber iter-
ation, as well as with other CNN-based approaches. In addi-
tion, for specific medical imaging problems, such as OCT im-
age analysis in glaucoma assessment, there are studies using
deep learning models to improve diagnostic accuracy. How-
ever, there are still relatively few CNN approaches in the field
of OT, especially involving attention mechanisms. Although
some studies have proposed CNN methods based on multi-
scale and multi-branch weakly supervised attention mech-
anisms for atherosclerosis grading of fundus images, these
methods are usually not directly applied to OT image recon-
struction. To overcome these limitations, there is an urgent
need for new methods that can effectively address these non-
linearities and adapt to the complexities of the system’s ge-
ometry.

Neural networks as data-driven machine learning algo-
rithms are characterized by the fact that they capture com-
plicated non-linear relationships between input and output
through training. In a recent study, deep belief networks
(DBNs) and RNNs were used to enhance non-linear tomo-
graphic absorption spectroscopy [10] and their performance
was evaluated in comparison to different algorithms. While
these methods provide viable solutions to obtain more accu-
rate reconstructed images, they primarily focus on solving the
problem in a one-dimensional context and may overlook im-
portant spatial information within the images. This limitation
may limit their effectiveness in fully solving the complexities
of the reconstruction process.

In recent years, driven by the rise of big data and ad-
vances in computer hardware, deep learning has experienced
rapid growth and achieved significant milestones in various
domains. One of the most successful deep learning algo-
rithms is the convolutional neural network (CNN), which is
often uesd for image processing tasks such as classification
and segmentation [11], [12], [13]. In addition, CNNs have
shown strong performance in the field of image reconstruc-
tion. For example, in a recent study, an optimized Visual Ge-
ometry Group Network (VGG Net) variant, known as CNN-
RBF, was used for the reconstructions of images in electrical
impedance tomography (EIT). This approach generates di-
rectly reconstructed images from voltage measurements and
demonstrates the effectiveness of CNNs in improving imag-
ing techniques. [14]. In addition, in the field of nonlinear
tomographic absorption spectroscopy (NTAS), an investiga-
tion was performed using an optimized CNN to learn the non-
linear mapping between sinograms and temperature distribu-
tions [15]. These methods typically use CNNs with relatively
few hidden layers, which limits their ability to accurately
approximate complex non-linear mappings. To address this

limitation, there is a recognized need for deeper CNN mod-
els. Intuitively, deeper CNN architectures — those with more
stacked layers — often show better performance. However,
previous studies have identified a phenomenon known as the
degradation problem: as network depth increases, there is an
initial improvement in accuracy, followed by a rapid degra-
dation in performance. This challenge emphasizes the impor-
tance of carefully balancing the depth of CNN architectures to
achieve optimal performance in tasks such as non-linear map-
ping in tomographic absorption spectroscopy [16]. Residual
connections were specifically designed to mitigate the degra-
dation problem in deep CNNs. By reformulating the mapping
relationship between layers, residual connections allow con-
volutional layers to focus on learning residual features rather
than learning entirely new features. This approach simplifies
the learning task as the network can directly adapt its outputs
through residual learning, which improves the overall training
process and model performance [16].

Many neural networks that incorporate attention as an ef-
fective mechanism for filtering information and focusing on
what is important have shown excellent performance in im-
age classification [17], [18], natural language processing [19],
and neuroscience [20], [21]. It helps to process informa-
tion efficiently and make informed decisions. SE attention
is a type of spatial attention mechanism used in deep learn-
ing models for computer vision tasks [17]. This technique
effectively directs the attention of the model to important ar-
eas within the feature maps, improving overall performance.
Typically, convolutional layers do not fully account for inter-
channel dependencies in their outputs. SE attention allows the
network to dynamically recalibrate the channel-wise feature
responses by focusing more on informative features and sup-
pressing less relevant ones. This adaptive mechanism greatly
improves the CNN’s ability to capture intricate patterns and
correlations in the data, resulting in improved accuracy and
efficiency across a variety of tasks.

In this work, we develop an OT system with fan-beam
mode and propose a model that integrates CNN, Residual
connection, and SE attention for an OT image reconstruc-
tion task, called RESE-CNN. A deep CNN has sufficient
capabilities to perform complex non-linear mappings. The
integration of residual connections and SE attention mecha-
nisms addresses two critical challenges in deep CNN-based
OT. First, residual connections mitigate gradient vanishing
and degradation issues in deep networks by enabling the di-
rect propagation of feature information through skip connec-
tions [22]. Second, the SE attention mechanism dynamically
recalibrates the channel-wise feature responses and priori-
tizes informative regions in the feature maps [23]. In con-
trast to previous studies that limited the image resolution to
60 × 60 pixels due to computational constraints [10], [24],
[25], our RESE-CNN reconstructs images with a resolution
of 128×128 pixels. This improvement enables precise identi-
fication and enhances the detection capability for micro-scale
process anomalies. Section II introduces the development of
our OT system and the basic concept of OT image reconstruc-
tion. Section III introduces the structure of residual connec-
tion, SE attention, and RESE-CNN and explains the principle
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of residual connection and SE attention. The details of neural
work training can be found in Section IV. The results of the
test data and the analysis can be found in Section V.

2. DEVELOPMENT OF AN OPTICAL TOMOGRAPHY SYS-
TEM

A. Hardware design

The OT system with fan-beam mode is shown in Fig. 1.
It consists of a microcomputer, a controlling unit, an optical
sensor, a photodiode array, and a sampling unit. The images
of our tomography system and the optical sensor are shown
in Fig. 2.

Plastic fibers

θ

Laser diodes

Controlling unitMicrocomputer

Photodiode arraySampling unit

Fan-beam laser

Optical sensor

Fig. 1. OT system.

Fig. 2. Tomography system and optical sensor. (a) Tomography
system. (b) Optical sensor.

The optical sensor consists of 25 emitters and 25 receivers
arranged in a circular pattern around an inner section with a
diameter of 100.0 mm. This arrangement ensures uniform
measurement coverage of the cross-sectional area [1]. The
emitters are Anford T80L514 laser diodes with a wavelength
of 632 nm and a divergence angle of 1.60 radians, and the
outer diameter is only 5 mm. These laser diodes have a com-
pact outer diameter of 5 mm and operate with a power of
500 mW. On the receiver side, plastic optical fibers with a
1 mm inner diameter are used. These fibers are connected
to the photodiode array (Vishay BPW34) at the other end to
detect the light intensity.

The controlling unit and the sampling unit are homemade
circuits based on STM32. The control circuit sequentially
activates the laser diodes, while the sampling circuit collects
the optical signals from the photodiode array. The cylinder
located in the test section is used to simulate different dis-
tributions. Both the basic structure of the optical sensor and

the cylinders are manufactured using a commercial 3D printer
(RAISE 3D N2) with a precision of 0.2 mm. The details of
the development of the OT can be found in our previous work
[26].

B. OT image reconstruction

According to the Lambert-Beer law [24], the intensity of
light passing through the medium in which the absorption
coefficient has the form of the function µ (p,q) follows the
equation:

Ψ = Ψ0e
∫

r −µ(p,q)dl , (1)

where:
r =

∫
dl represents the total path length (m) of the light

beam through the medium;
µ(p,q) denotes the absorption coefficient distribution

(m−1) at the spatial coordinates (p,q);
Ψ0 is the incident light intensity (W/m2);
Ψ is the transmitted light intensity (W/m2) after passing

through the medium.
The integral

∫
µ(p,q)dl calculated the path-averaged ab-

sorption along the beam trajectory.

Fig. 3. Geometry of one laser beam through the tomography field.

As shown in Fig. 3, we can reconstruct the cross-sectional
image of the measured area by dividing the region into N
square pixels, where each pixel’s value is the absorption coef-
ficient of the area it represents. Consequently, we can derive
a discretized form of the Lambert-Beer law:

Ψ j = Ψ0e−∑xil ji , (2)

where Ψ j is the intensity of the jth beam, xi is the absorption
coefficient of the ith pixel, and l ji is the corresponding path of
the laser in the ith pixel. If we take the natural logarithm of
both sides of the equation, it can be written as:

ln
(

Ψ0

Ψ j

)
= ∑xil ji. (3)

The entire forward projection problem can be expressed as
a matrix:

b = Ax, (4)
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where projection ln
(

Ψ0
Ψ j

)
is the element in vector b and x

is the absorption coefficient distribution. A is the sensitivity
matrix:

b =
[
ln
(

Ψ0
Ψ1

)
ln
(

Ψ0
Ψ2

)
· · · ln

(
Ψ0
Ψm

)]T
(5)

x =
[
x1 x2 · · · xn

]T (6)

A =

l11 · · · l1n
...

. . .
...

lm1 · · · lmn

, (7)

where m is the number of projections and n is the number of
pixels in the measurement area.

The task of image reconstruction is to find the distribution
vector x of the absorption coefficient from the projection vec-
tor b and the constant sensitivity matrix A. If the inverse of A
exists, the forward problem can be solved directly by:

x = A−1b. (8)

However, this equation assumes ideal conditions with per-
fect sensors and no noise. In practical scenarios, errors due
to sensor non-ideality and noise are unavoidable. Therefore,
the actual solution containes an additional error term, which
is represented as:

x̂ = A−1b+β , (9)

where β takes into account the deviations caused by these im-
perfections. Accounting for and mitigating such errors is cru-
cial for accurate implementation and analysis. In this work,
we have revised our model to include the noise term β . We
also propose methods to handle and minimize the effects of β

to ensure the robustness and accuracy of our algorithm.
But the value of n is in most cases much larger than m,

which means that A is singular. If A is considered as a linear
mapping from the absorption-coefficient distribution vector
space to the projection vector space, AT can be considered
as a related mapping from the projection vector space to the
absorption-coefficient distribution vector space, which gives
an approximate solution:

x̂ = AT b. (10)

This approach is called linear back projection (LBP) and is
the simplest way to reconstruct image in this situation.

In our OT system, the pixel grid of the reconstruction the
image is set to 128× 128 and covers a circular region of in-
terest (ROI) with a 100 mm diameter. Within this ROI, the
12,596 effective pixels ensure that features as small as 1.6 mm
(with a span of about 2 pixels) can be resolved, as shown in
Fig. 4(a). Also, the beam arrangement and the sensitive field
based on this mesh grid are shown in Fig. 4(b) and Fig. 4(c).
A ring pattern can be seen in which the pixels have higher

sensitivity, and the center gains the highest sensitivity. In con-
trast, the pixels close to the boundary have a lower sensitivity.

(a) (b) (c)

Ring-patterns

Fig. 4. Mesh grid, beam arrangement, and sensitive map. (a) Mesh
grid. (b) Beam arrangement. (c) Sensitive field.

3. IMAGE RECONSTRUCTION METHOD

A. Structure

U-Net is a deep CNN with Encode-Decode-model that has
proven successful in medical image segmentations [27]. In
addition, many deep learning models in the U-Net series have
also achieved great success [28], [29], [30]. Certain network
architectures are inherently more robust. In particular, CNNs
are known to be more resistant to local distortions due to their
ability to learn spatial hierarchies of features. This robust-
ness makes them particularly suitable for the task of OT im-
age reconstruction, where the input data can be noisy and the
distributions complex. Inspired by these studies, we propose
RESE-CNN for OT image reconstruction.

The overall structure of RESE-CNN consists of two parts,
as shown in Fig. 5. The first part aims to convert the input
vector into a matrix so that it is compatible with the input
format of the subsequent part. In this process, a projection
vector S with 625 elements is used as input for the first part.
Instead of using a fully connected layer or even a simple one-
dimensional neural network, we decided to usethe LBP to fin-
ish the first part. In contrast, the LBP algorithm transforms
this raw data into a structured representation that captures lo-
cal patterns and textures within the medium. This transforma-
tion not only preserves but also enhances the spatial structure,
allowing for more accurate and efficient recognition. LBP is
simple and fast to obtain an approximation of the medium dis-
tribution. Unlike fully connected layers that treat each input
element independently without considering the spatial rela-
tionships, LBP produces a structured representation that cap-
tures local patterns and textures within the medium.

The second part consists of a deep CNN with nine convolu-
tional blocks, which is used to further extract spatial features
from the original image and transform it into the desired high-
precision cross-sectional reconstruction image. Each con-
volutional block contains three hidden layers, as shown in
Fig. 6. The first to fourth convolutional blocks perform down-
sampling operations on the input, while the sixth to ninth con-
volutional blocks perform up-sampling operations. The fifth
convolutional block serves as an intermediate step and con-
nects the down-sampling section with the up-sampling sec-
tion.
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Fig. 5. Main structure of RESE-CNN.
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Fig. 6. Substructure of the blocks. (a) Block in down sampling
module. (b) Block in up sampling module.

In the first to fourth convolutional blocks, the first and sec-
ond layers are convolutional layers. In the second to fourth
convolutional blocks, the first convolutional layer doubles the
number of input channels, while the dimension of the height
and width of the input and output remain the same. For the
first convolutional block in particular the single-channel input
is extended to 64 channels. The second convolutional layer in
the first to fourth blocks retains the dimensions of the input-
output tensors. The output of the second convolutional layer
is added to its input and serves as the input for the third layer,
which signifies the existence of a residual connection between
the input and the output of the second layer. The third layer
of the convolutional block is a down-sampling layer, which is
achieved by max-pooling. This reduces the height and width
dimensions of the input tensor to half their original size.

In the sixth to ninth convolutional blocks, the output of
the previous block is concatenated with the output of the sec-
ond convolutional layer from the corresponding fourth to first
block. This retains the encoder’s low-level features and com-
bines them with decoder information. Each of these blocks
has a convolutional layer that halves the channel dimensions,
followed by another convolutional layer with residual con-
nections that maintain the dimensions. The third layer in
blocks six to eight is an up-sampling layer by transposed con-
volution, which doubles the tensor’s height and width. The
ninth block instead has a convolutional layer that reduces the
channel dimension to match the input image. The fifth block,
which serves as an intermediate step, has a similar structure,
but with an up-sampling layer in the third layer.

B. Residual connection

The residual connection serves to overcome the degrada-
tion problem and enables the direct trasmission of informa-
tion to the deeper layers. We denote the basic mapping to be
learned by the convolutional layer as H (x). But in the resid-
ual block, we let the convolutional layer learn the residual
function:

F (x) = H (x)− x. (11)

And the original function can be expressed as:

H (x) = F (x)+ x. (12)

Although we could obtain the expected output by allow-
ing the convolutional layer to learn H (x) directly or learn the
residual function and add the identity mapping, the ease of
learning might be different. It has been proven that learning
the residual function is easier than learning the original func-
tion [16].

C. Squeeze-and-excitation attention

C x H x W C x H x W

C x 1 x 1 C x 1 x 1Squ
ee

ze
Excitation

Scale

Other LayersConvConv Conv Conv

Fig. 7. Structure of the SE attention.

The SE attention mechanism use the channel information
from the output of the second layer in the first block to com-
pute the weight for each channel and scales the input of the
third layer in the ninth block. Empirical studies have shown
that this configuration leads to superior performance in our
particular application context. By placing SE modules at
these strategic points, we improve the network’s ability to
recalibrate channel-wise feature responses, which is partic-
ularly beneficial for capturing complicated spatial relation-
ships within the data. Layers deeper in the network tend to
capture higher-level abstractions, making them prime candi-
dates for attention mechanisms such as the SE modules that
can selectively emphasize informative features. This strategic
placement allows the network to focus on relevant informa-
tion while suppressing noise, improving overall accuracy and
generalization. The detail of the SE attention mechanism is
shown in Fig. 7. It consists of three steps: squeeze, excita-
tion, and scale [17]. In the first step, the information of each
channel is aggregated by global average pooling and channel-
wise Z ∈ RC is generated from the input X ∈ RC×H×W . The
ith element of Z is calculated by:

zi =
1

H ×W

H

∑
j=1

W

∑
k=1

xi jk, (13)

where C, H, and W are the dimension of the channel, the
height of the feature maps, and the width of the feature maps,
respectively. The second step is to adaptively recalibrate the
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obtained statistics, and fully capture the channel-wise depen-
dencies. This is achieved by a simple gating mechanism:

Z̃ = Sigmoid(W2ReLU(W1Z)), (14)

where W1 ∈ R
C
r ×C and W2 ∈ RC×C

r are the weight matrices to
be learned and r is the reduction ratio. The ith element of Z̃
is the weight of the ith channel. The last operation is to scale
the input X :

x́c
i = z̃i · xc

i . (15)

4. TRAINING OF THE NETWORK

A reliable dataset is important for neural network-
supervised learning. However, it is difficult to collect numer-
ous samples from experiments. Therefore, we use MATLAB
for finite element programming to create the dataset. The sim-
ulated OT system has the same structure as described in Sec-
tion II. The ROI was discretized into a 128×128 pixel grid.

Fig. 8. Simulated absorption coefficient distributions and recon-
struction results in a 128×128 pixel grid.

An individual sample includes the projection and the dis-
tribution of the medium. We activate one light emitter at a
time and collect the projection value from all light receivers
until each light emitter has been activated. With this mea-
surement mode, we solve the forward problem and obtain the
complete projection vector with 625 elements. As shown in
Fig. 8, the ROI is discretized into a 128 × 128 pixel grid,
which corresponds to a physical area of 100 mm in diame-
ter. The reconstructed distributions show four characteristic
bubble configurations: (a) single-bubble, (b) two-bubble, (c)
three-bubble, and (d) four-bubble patterns. Each axis shows
a dual-unit scaling (pixels and millimeters) to facilitate quan-
titative analysis of feature dimensions. In total, we randomly
generated 15,000 samples with different numbers of bubbles
and distributions and divided them into training sets and test
sets at a ratio of 8:2. To help the network learn the mapping
between the projection and medium distribution, we simu-
late high-contrast absorption scenarios by assigning binary
absorption coefficients: 1 for bubble regions (full absorption)
and 0 for the background (no absorption). This simplification
allows us to validate the RESE-CNN architecture under con-
trolled conditions while maintaining relevance for practical
applications such as gas-solid flow monitoring.

The essence of processing the preliminary image with
RESE-CNN is to predict the value of each pixel of the pre-
liminary image. Therefore, the task of image reconstruction
can be cosidered as a regression problem. Since the values
of the pixels are between 0 and 1, we choose the binary cross
entropy loss function (BCEloss) to calculate the loss between
the actual absorption coefficient distribution and the predicted
absorption coefficient distribution. Although this choice is

consistent with the current high-contrast experimental setup,
we recognize that weakly absorbing media with continuous
absorption distributions would require alternative loss func-
tions (e.g., mean square error) to capture non-linear relation-
ships between projection data and absorption coefficients. Fu-
ture studies will investigate these extensions. To improve the
network’s generalization ability and prevent overfitting, we
also include the L2 regularization term in the loss function.
The equation can be expressed as follows:

L
(

x(pre) | x(real),w
)
= BCEloss(x(pre),x(real))+

λ

2
L2,

(16)

BCEloss(x(pre),x(real))

=− 1
N ∑

[
x(real)

i logx(pre)
i +

(
1− x(real)

i

)
log

(
1− x(pre)

i

)]
,

(17)

L2(w) = ∥w∥2 , (18)

where x(pre)
i is the ith element of the predicted absorption co-

efficient distribution x(pre), x(real)
i is the ith element of the real

absorption-coefficient distribution x(real), w is the weight pa-
rameter of the network, and λ is the regularization parameter,
which is 0.0001.

The optimization of the weight parameters is a crucial part
of the training process. Instead of the stochastic gradient
descent algorithm, we use the Adaptive Moment Estimation
(Adam) optimizer to optimize the network’s weight parame-
ters, which leads to faster convergence. The learning rate η

is set to 0.0001 and the decay rate of the learning rate is set
to 0.99. RESE-CNN is trained with a batch size of 32 for 100
epochs on the train set.

5. RESULTS AND ANALYSIS

A. Evaluation indicators

The image relative error (RE) and the correlation coeffi-
cient (CC) are important metrics for the evaluation of the
quality of the reconstructed images. RE measures the relative
error between a reconstructed distribution and a real distribu-
tion. CC reflects the similarity between a reconstructed image
and a true distribution. The formulas for RE and CC are as
follows:

RE =

∥∥∥x(pre)− x(real)
∥∥∥

2∥∥x(real)
∥∥

2

, (19)

CC =
∑

N
i=1(x

(pre)
i − x̄(pre))(x(real)

i − x̄(real))√
∑

N
i=1(x

(pre)
i − x̄(pre))2

∑
N
i=1(x

(real)
i − x̄(real))2

, (20)

where x̄(pre) is the mean of the predicted absorption coeffi-
cient distribution x(pre) and x̄(real) is the mean of the real ab-
sorption coefficient distribution x(real).
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B. Verification on simulation data

We use the test set with 3000 samples to test the network’s
performance. Also, different image reconstruction methods
are used to compare with the RESE-CNN method. The av-
erage RE and CC is presented in Table 1, and some of the
results of the different distributions types are shown in Fig. 9,
Fig. 10, Fig. 11, and Fig. 12, respectively.

Table 1. Average RE and CC of different methods.

Method Average RE Average CC
LBP 0.9152 0.4656
Landweber 0.6727 0.7256
U-Net 0.3575 0.9341
RE-CNN 0.2164 0.9772
RESE-CNN 0.1873 0.9776

We use the LBP and Landweber algorithms in the exper-
iments to compare them with the RESE-CNN method. To
emphasize the contribution of the residual connection and the
SE attention, we also compared RESE-CNN with the orig-
inal U-Net and RESE-CNN without the SE attention (RE-
CNN). As shown in column 2 of Fig. 9 to Fig. 12, the re-
constructed LBP images exhibit significant artifacts. They
cannot accurately reflect the boundary of the medium. LBP
achieves the worst results with an average RE of 0.9152 and a
CC of 0.4656. The result of the Landweber method are much
better, but there are still a number of artifacts, and the recon-
struction accuracy of the medium does not reach a high level.
The average RE of Landweber is 0.6727 and CC is 0.7256.
These metrics correlate with the system’s ability to resolve
features at a scale of 1.6 mm, as shown by the intensity pro-
files in Fig. 9. In addition, the pixels of the ROI, especially
the pixels inside the bubbles through which little or no light
beam passes, hardly obtain the true value by the traditional
algorithms, which is also a potential factor related to the low
image quality. This indicates that the distribution of the sensi-
tive field significantly affects the quality of the reconstructed
images produced by traditional algorithms. The comparison
between the results of a traditional algorithm and the sensitive
field is shown in Fig. 13.

Deep learning methods solve this problem well. It turns out
that the difference between three deep learning methods and
traditional algorithms is obvious. The reconstruction images
of U-Net show that the pixels inside the bubble are almost
unaffected by the distribution of the sensitive field, the aver-
age RE decreases to 0.3575 and the average CC increases to
0.9341. But there are still a few artifacts near the boundaries
of the bubbles. Moreover, the boundaries of the bubbles are
not very precise, especially the relatively small bubbles and
the bubbles near the edge of the ROI, as shown in Fig. 11,
column 4, row 4. This indicates that the influence on the
bubbles’ boundary caused by the distribution of the sensitive
fields has not been removed. The RE-CNN shows a remark-
able improvement compared to the U-Net. The average RE of
the RE-CNN is 0.2164, which is a reduction of 39.46 % com-
pared to the RE of U-Net. Its average CC is 0.9722, reach-

ing a relatively high level. The reconstruction images of this
method have much sharper and more precise boundaries. And
the relatively small bubbles and the bubbles near the edge of
the ROI which U-Net could not reconstruct well, were clearly
reconstructed. For example, in Fig. 9 (column 5, single bub-
ble) and Fig. 11 (column 5, edge bubble), the sharp transitions
at the bubble boundaries confirm the effective resolution of
less than 2 mm. This is also confirmed by the accurate recon-
struction of simulated bubbles with a 1.6 mm diameter (see
Section IV), which occupy about two pixels in width. In con-
trast, traditional methods (LBP, Landweber) cannot resolve
features below 3 mm due to sensitivity field artifacts (Fig. 13).
These results confirm the efficiency of residual connection,
and the inclusion of residual connection is a great advantage
for the networks to learn a more accurate mapping between
the absorption coefficient distribution and the projection vec-
tor.

Adding SE attention to the model could further improve the
network’s accuracy. The RE of RESE-CNN is 0.1873, which
is a reduction of 13.45 % compared to the RE-CNN, and the
average of CC is 0.9776. RESE-CNN has the lowest RE and
the highest CC, and the artifacts at the bubbles’ boundaries
are lower. The inclusion of the SE attention improves the
network’s performance with minimal additional parameters.

We also investigate the effects of distribution complexity
on the reconstruction results. The number of bubbles in the
samples represents the complexity of the distribution. The
variation of the average RE and CC of the reconstruction im-
ages with respect to the distribution complexity are shown
in Fig. 14(a) and Fig. 14(b), respectively. It is obvious that
the CC of the traditional algorithms decreases significantly
with increasing distribution complexity. In contrast, the deep
learning methods show more stable performance. Although
the RE of RESE-CNN increases slightly compared to other
methods when the number of bubbles increases from 1 to 2,
it still remains at a relatively low level. Overall, RESE-CNN
consistently achieves the best performance on different com-
plexity distributions.

The reconstruction time affects the real-time performance
of the imaging system. We tested the reconstruct-single-
image time of four algorithms, including LBP, Landweber,
U-Net, and RESE-CNN. The average imaging time of these
algorithms is shown in Table 2. The LBP requires the shortest
time due to its simplicity. The Landweber algorithm requires
the most imaging time in experiments because it needs many
iterations to converge. The imaging time of RESE-CNN is
longer than that of U-Net, but the difference is very small.
Considering both imaging time and image quality, this differ-
ence can be ignored.

Table 2. Reconstruction time of different methods.

Method Average reconstruction time (s)
LBP 3.796×10−5

Landweber 2.846
U-Net 7.627×10−3

RESE-CNN 7.687×10−3
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Fig. 9. Results of one-bubble distribution in a 128×128 pixel grid.

Fig. 10. Results of two-bubble distribution in a 128×128 pixel grid.

C. Verification on practical data

To validate the practicality of RESE-CNN, we have car-
ried out feasibility tests with our developed OT system. The
results of the different algorithms are shown in Fig. 15. Due
to the inherent noise during actual measurements, the results

of all methods were affected differently. While RESE-CNN
effectively reconstructed the images of single bubbles and de-
tected only minor deviations for larger bubbles, the traditional
algorithms exhibited poorer image quality. In particular, LBP
produced excessively blurry reconstructions, while Landwe-
ber’s results were inaccurate and exhibited significant arti-
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Fig. 11. Results of three-bubble distribution in a 128×128 pixel grid.

Fig. 12. Results of four-bubble distribution in a 128×128 pixel grid.

facts. Among the CNN methods, two alternatives were un-
able to adequately reconstruct images of larger bubbles. In
scenarios with two bubbles, RESE-CNN, reconstructed the
image but with slightly distorted boundaries and occasional
unintended small bubble artifacts. In contrast, the compet-

ing methods consistently underperformed, with their results
showing complete reconstruction of larger bubbles. In sum-
mary, RESE-CNN continues to deliver the best result of all
the methods investigated, highlighting its superiority in OT
image reconstruction tasks.
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LBP Landweber Sensitive field

Fig. 13. Comparison between the results of traditional algorithms
and sensitive field.
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Fig. 15. Results of the experiments.

6. CONCLUSION

This paper presents an OT system using fan-beam lasers
accompanied by the novel RESE-CNN method developed for
high-resolution OT image reconstruction. RESE-CNN effec-
tively extracts spatial information from initial, coarse images,
significantly improving their accuracy. Experimental valida-
tions confirm that RESE-CNN is a viable approach for OT
image reconstruction, characterized by high precision and fast
imaging speeds. A notable challenge in OT imaging is the un-
even distribution of sensitive fields, which leads to artifacts in
reconstructed images that are difficult to mitigate using tradi-
tional methods such as LBP and Landweber. In contrast, deep
learning techniques, especially RESE-CNN, are excellent at
overcoming such challenges and almost eliminating their ad-
verse effects. Practical verifications underline the method’s
reliability and show its superiority over alternatives in restor-
ing object distributions from raw projection signals. Both in
simulation and real-world experiments, the superior perfor-
mance of RESE-CNN is repeatedly confirmed, affirming its
efficiency in advancing OT image reconstruction capabilities.

RESE-CNN shows superior performance in reconstructing
high-contrast binary absorption distributions, confirming its
potential for applications such as gas-solid flow monitoring.
However, the current system assumes idealized absorption
conditions. Future work will focus on extending this method
to weakly absorbing and scattering media where non-linear
reconstruction problems dominate. Nevertheless, the over-
all results remain acceptable. Effectively combating noise
in practical applications is of crucial importance for the fu-
ture. Furthermore, improving the robustness of RESE-CNN
by including more diverse and complex distributions — be-
yond the varying number of bubbles — in the training dataset
would enable more precise mappings and extend the applica-
bility of the method. These steps are essential to optimize the
performance of RESE-CNN in a wider range of real-world
scenarios.
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