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Abstract. In some industrial applications it is necessary to measure only a single dimension 
of object. In such cases 1-D camera is sufficient and non-contact measurement is mostly 
based on edge detection with a precision of one pixel. If we need to increase the accuracy of 
measurement, we have two options, either use a 1-D optical sensor with more pixels or 
increase the accuracy of edge detection. In this paper we present comparison of four methods 
for edge detection with sub-pixel accuracy in 1-D images: method based on approximation of 
real image function with erf function, moment-based edge operator, technique using spatial 
moments of the image function and the method based on wavelet transform of image. The 
paper presents results of simulations as well as of experiments to compare methods in terms 
of accuracy, the standard deviation of the edge localization error is chosen as precision 
criterion. 
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1. Introduction 
Some applications, e.g. measurement of the objects with high precision, need to detect edges 
with sub-pixel accuracy in 1-D images. There are a lot of methods for edge detection with 
sub-pixel accuracy and user can have a problem, which method is most suitable for his 
concrete purpose. This is a reason why we present in this paper the comparison of four 
methods for edge detection with sub-pixel accuracy in 1-D images: method based on 
approximation of real image function with erf function (AEF) [1], gray level moment (GLM) 
edge operator [2], spatial moment (SM) edge detector [3] and edge detector [4] based on 
wavelet transform (WT). We used simulations as well as experiments to compare methods in 
terms of accuracy and we chose standard deviation of the edge localization error as precision 
criterion. 

2. Edge Detectors with Sub-pixel Accuracy for 1-D Images 
Tabatabai and Mitchel proposed grey level moment (GLM) edge operator for 1-D image [2] 
based on the first three moments of the input data sequence: 
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where x1, x2, ... xn are image samples. Let suppose that they are the samples of ideal step edge 
(Fig. 1a) and ph is a number of samples with gray level h (they are the pixels on the left of the 
edge). If we define the densities p1 and p2 as: 
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then solution of three equations 
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with three unknown variables h, k, p2 results in 
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In the case of real image, ph = n.p1 is not integer and represents sub-pixel edge location. 
Another sub-pixel edge detector [3] is based on spatial moments (SM) of continuous function 
f(x) of order p, which are defined 
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Let function f(x) represents step edge and x is from –1 to +1 (Fig. 1b), to simplify 
calculations. Then Eq. 9 for p = 0, 1 and 2 can be written as 

  lkhdxkdxhM
l

 


12
11

1

0     (10) 

   2
11

1

1 1
2

1
  lkdxxkdxxhM

l

 


   (11) 

    3
1

2
1

1

2
2 1

3

1

3

2
  lkhdxxkdxxhM

l

 


 . (12) 

The solution of these equations results in formula for edge location l 
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a)      b)   

Fig. 1. a) Step edge model.  b) Edge model for spatial moment edge detector. 

Third edge detector used for comparison is based on wavelet transform [4]. If x1, x2, ... xn are 
the samples of the image and Ws(xi) are values of wavelet transform, then 

 




 n

j
js

is
i

xW

xW
p

1

)(

)(
 (14) 

is the probability that the sample Ws(xi) of wavelet transform is a local maximum. Position l 
of the edge is calculated using the formula 
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Last sub-pixel edge detector used for comparison is based on approximation of real image 
function fr(i) with function fa(x) [1], which is equal to 
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Function fa(x) has four parameters –h, k, l and σ. The core of this AEF edge detector is 
parametric fitting by minimizing a difference between the real image function fr(i) and 
function fa(i). This difference is defined 
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where N is a number of samples. Minimizing the difference E(h,k,l,σ) gives subpixel edge 
location l. Edge detection algorithm based on approximation consists of three steps: edge 
detection with pixel accuracy, initial values estimation of parameters (h,k,l,σ) and parametric 
fitting by minimizing difference function E(h,k,l,σ). First step can be done by any edge 
detection method with pixel accuracy. One can find how to estimate initial values σ0, h0 and 
k0 in [1]. To minimize difference function E(h,k,l,σ) we apply Matlab function fminsearch. 

3. Results of Simulations and Experiments 
We did all simulations in program Matlab. Let there is 1-D image sensor which consists of 
elements with width w and gap g between two sensor elements. Let the brightness around the 
edge is constant in time and varies only in the direction x according to blurring edge model 
[5]. Then simulated noiseless output signal frs(i) is [1] 
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where σ represents edge blurring parameter, γ is sensor integral sensitivity and Ta is 
accumulation time. For simulations we can set γTa = 1, w = 1, h = 0.1 and k = 1. To add noise 
to signal defined in Eq. 19 we apply Matlab function randn, which returns a pseudorandom 
value with a normal distribution. We did simulations for signal-to-noise ratio SNR = 30dB. To 
get random difference c between actual position of the edge and centre of corresponding 
sensor element we used Matlab function rand, which returns pseudo-random values drawn 
from a uniform distribution on the unit interval, so c = rand – 0.5. We calculated noisy signal 
for different values of blurring parameter σ with random c two thousand times and for each 
noisy signal we used 31 samples around the edge to find sub-pixel edge location. Then we 
calculated edge location error for all realizations and for these errors we determined the 
standard deviation STDcn. Results are presented in Table 1 and in Fig. 2a. For experimental 
verification we shot few images of car engine valve. We shot some images with manual 
focusing so we got unfocused images with different values of blurring parameter. Since the 
valve must be perfectly straight, computed sub-pixel edge positions should create a straight 
line, which can be represented as polynomial. Difference between the computed edge position 
and the value of the polynomial can be considered to be the edge location error. Obtained 
results are presented in Table 2 and in Fig. 2b. 
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a)         b)  

Fig. 2. Standard deviation of edge location error (in px): a) simulations,  b) experiments (σ and σs are in px). 

4. Discussion 
We can conclude on the basis of simulations and experiments that for well-focused images 
(σ < 1) AEF and GLM methods offer highest accuracy. GLM can be preferred because it has 
the lowest computation time among all the compared methods. For slightly unfocused real 
images (1 ≤ σ < 2.5) the accuracy of all methods is roughly equal. However, GLM method 
can be preferred because of its lowest computation time. For strongly unfocused real images 
(2.5 ≤ σ) AEF method is most accurate. But the computational time of this method is 
significantly larger than computational time of the GLM method, so it can be used in the case, 
if computational time is not important. 
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Table 1. Standard deviation STDcn (in px) of edge 
location error of simulated noisy signal. 

Table 2. Standard deviation STDe (in px) of edge 
location error (experiments). 

σ [px] 0.75 1 2 3 4 

AEF 0.029 0.032 0.048 0.060 0.082

GLM 0.030 0.033 0.050 0.720 0.127

SM 0.083 0.082 0.082 0.115 0.241

WT 0.093 0.087 0.097 0.122 0.234

σs [px] 0.84 1.54 2.18 3.25 4.25 

AEF 0.031 0.043 0.060 0.075 0.092

GLM 0.031 0.043 0.060 0.094 0.129

SM 0.045 0.045 0.062 0.129 0.236

WT 0.054 0.047 0.063 0.144 0.265


