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Preface 
 
 
 

Measure what is measurable, and make measurable what is not so. 
Galileo Galilei (1564 – 1642) 

 
This collection contains 58 original, peer-reviewed articles from renowned experts as 

well as young talented researchers at the beginning of their careers from universities, 
academic institutions and laboratories involved in the field of measurement science. These 
research results were presented during the 13th International Conference on Measurement, 
which took place on 17-19 May 2021, and are focused on the traditional topics of the 
MEASUREMENT conference series: Theoretical problems of measurement, measurement of 
physical quantities, and measurement in biomedicine. Of these, 38 papers were presented as 
oral presentations and 20 as posters. The submitted papers were reviewed by 53 reviewers. 
 
Due to the ongoing pandemic of COVID-19, MEASUREMENT 2021 was not held live in the 
traditional conference venue in Smolenice Castle, but in the online space. It was a new 
challenge for the organizers to make the conference interesting, beneficial and comfortable for 
all participants, which was achieved with the use of modern technology. Oral presentations 
could be watched by an unlimited number of participants and poster presenters could present 
their work in separate online spaces, which provided an opportunity for in-depth discussions.  
 
Despite the obvious disadvantages of this form of communication, there are also positives, 
that allowed a wider audience to participate directly from their offices or homes, join the 
selected sections and engage in discussion. In addition, it made it possible to attract four well-
known experts as keynote speakers, namely Peter Tino (UK), Isabel van Driessche (Belgium), 
Gennady A. Ososkov (Russia) and Robert Hatala (Slovakia), who reported on the latest 
results and findings in their field of research and the modern trends in measurement methods 
and processing of measurement results. Moreover, ten young researchers entered the 
traditional Young Investigator Award competition. The awarded winners of the three best 
works will be invited to publish their extensive contributions in the impacted and open-access 
journal Measurement Science Review. 
 
We believe that despite this difficult situation, the MEASUREMENT conference series 
continues to successfully fulfil its mission in the field of presentation and promotion of the 
latest knowledge in the field of measurement science. 
 
We use this opportunity to express our special thanks to Associate Professor Milan Tyšler 
PhD, several previous years (former) conference chairman and former director of the Institute 
of Measurement Science, who significantly contributed to the success of the 
MEASUREMENT conference series. This year Milan is celebrating his important anniversary 
- we congratulate him and wish him all the best. 
 
 
 

Andrej Dvurečenskij, Ján Maňka, Jana Švehlíková, Viktor Witkovský 
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Cross-Predictions in the Search for Effective Connectivity in Brain

Anna Krakovská

Institute of Measurement Science, Slovak Academy of Sciences, Bratislava, Slovak Republic
Email: krakovska@savba.sk

Abstract. Complex networks are ubiquitous in the real world. Brain activity, represented by
multi-channel electroencephalographic (EEG) signals, is one of the most topical examples.
Modern methods are beginning to successfully detect effective connectivity (meaning causal
interactions, not structural or functional relations) in the brain. In this study, cross-predictions
in reconstructed state spaces are used for bivariate causal detection and also for exploring dy-
namical networks whose nodes are characterized by time series. The method is applied to EEG
signals recorded from six positions on the head during an experiment with visual stimulation
(VS) of the brain. An intense causal influence from the back to the frontal parts of the same
hemisphere, most pronounced in the occipital areas of the cortex, is detected. The observed
causal effect persists for a short time even after VS is switched off.

Keywords: Cross-Predictions, Effective Connectivity, EEG, Causality

1. Introduction
Causality, as a relation between cause and effect, is a complex research problem of many scien-
tific disciplines, with neuroscience being one of the most important. The study of connectivity
in the human brain is important for the investigation of neurophysiological processes associated
with cognitive functions and possibly neurological disorders (see [1] and references therein).
The topic involves various concepts. One is structural connectivity (anatomical and synaptic
connections), the other functional connectivity (usually referring to significant statistical de-
pendence between brain regions). However, what we will be interested in here, is the youngest
branch of research, which is effective connectivity (meaning directed or causal interactions).

The brain connectivity estimators are usually evaluated from brain activity recordings, such as
electroencephalographic signals, for example. For the detection of driving connections between
the signals, the well-known Granger’s test, which evaluates the causal relations by a study of
predictability in autoregressive models [2], remains the most popular first choice. However, if
the investigated observables cannot be viewed as straightforward multivariate autoregressive
(AR) processes with white-noise residuals, then the Granger causality test is not applicable.

In this study, we consider the possibility that processes in the brain could be better modelled
by complex nonlinear dynamical systems than by AR processes. If that were true, then methods
operating in reconstructed state spaces should be preferred to the Granger test. The method we
will use works with cross-predictions (CP) - predictions of the system based only on historical
data from the other system. The method has been proposed and tested on causal connections
of artificial complex nonlinear systems in [3]. In this study, CP will be applied to EEG signals
recorded during an experiment with visual brain stimulation [4]. These types of experiments are
good candidates for investigating effective brain connections. Intense brain wave entrainment
under the influence of VS can be expected and has been confirmed through an increase of
spectral power and interhemispheric coherence around the stimulating frequency bands. The
changes were most significant in the occipital areas, directly associated with visual inputs, but
they also spread to the central and frontal regions [4].

In this study, we would like to go a step further and examine whether the data also reveal
effective connectivity, i.e., that driving and driven cortical areas can be detected.
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2. Subject and Methods
Data from visual stimulation (VS) experiment
Over the course of two months, 20-25 repetitions of training of a 20-minute visual stimulation
program provided by a commercially available light synthesizer were applied to 6 volunteers.
During the sessions, the subjects were lying in a darkened, electrically shielded room. Flash-
ing light stimulus at frequencies of 17, 9, 4, and 2 Hz was mediated through glasses with red
light-emitting diodes. During VS and also 3 minutes before and after the sessions, EEG was
recorded from 6 scalp locations (fronto-central, centro-parietal and parieto-occipital of both
hemispheres), with the reference electrode at Cz and the ground electrode at Fpz position (ac-
cording to the International 10-20 system). The signals were high-pass- and low-pass-filtered
(0.07 - 234 Hz). The recording frequency was 500 Hz, which means that we have 600000 points
available from the VS phase of the session and 90000 from each relaxation phase.

We subject the measured data to bivariate causal analysis. With EEGs from 6 positions, this
means testing 15 pairs of signals for each training.

Cross-prediction method (CP)
The CP causal method we are going to use here was introduced in [3]. It is a bivariate method
concerning two potentially coupled dynamical systems X and Y , represented by a single time
series, x, and y, respectively. CP is based on predictions of the evolution of the systems in state
spaces. If a system is represented by only one time series, the multi-dimension1al state space
has to be reconstructed first. Namely, a dX -dimensional manifold MX is built from lags of series
x: (x(t),x(t−τX),x(t−2τX), . . . ,x(t− (dX−1)τX)), and a dY -dimensional manifold MY is built
analogously using appropriate τY and dY .

According to Takens’ theorem [5], the reconstruction is equivalent, in the sense of diffeo-
morphism, to the original manifold. One of the important consequences is that reconstruction is
useful for predicting the system’s evolution.

In the reconstructed spaces, the self-predictions (denoted xX ,yY ) and cross-predictions (xY,yX)
will be computed using the method of analogues [6]. The method finds previous points, close
to the current state, and assumes that the system will continue analogously to what it did in the
past. In this way, we obtain the self-prediction of y in MY and the self-prediction of x in MX .

The way of cross-predicting (predicting the first system based on the history of the second
system) is a bit different. To get the cross-prediction of y, for example, the indices of the neigh-
bours of Yt are taken from the neighbours of Xt found in MX .

After completing the predictions, based on statistical testing of the mean absolute errors E ,
we get the next four possible causal relations between X and Y :

• X and Y are causally independent
X cannot be predicted from Y and vice versa. The normalized (by the mean absolute
deviation) errors nE xY and nE yX of cross-predictions are expected to be close to 1.
• X ↔ Y

For fully synchronized or bidirectionally coupled systems, the driver and the response are
indistinguishable from each other and we can predict them equally well in MX as in MY .
• X → Y

If either of the two previous cases was ruled out, then the remaining option is a one-way
relationship. If nE xY < nE yX , then Y contains more information about X than vice versa,
which is a sign of a unidirectional link from X to Y .
• Y → X

nE yX < nE xY is the last option - a unidirectional coupling, opposite to the previous case.
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Fig. 1: Two typical examples of effective connectivity visualization - without (on the left) and during
(on the right) visual stimulation. Arrow sizes and orientations are derived from the detected causal links.

3. Results
We divided the EEG signals into 4000 points (6 seconds) intervals. For each interval, after re-
constructing the manifolds MX and MY , we computed the self-predictions and cross-predictions.
In each case, 1000 points were predicted, with the help of 3000 historical points of the recon-
structed trajectory.

After testing for significant differences between the prediction errors, we got the following
results:

• In a pre-VS record, causality often changed orientation, intensity, and duration, without
any obvious pattern.

• During the VS, there was an intense increase in causal influence from the back to the
frontal parts of the same hemisphere, most pronounced in the posterior areas of the cere-
bral cortex. In the second half of the VS, the prediction errors were so reduced that,
according to our rules, a bidirectional connection was often detected (probably a mani-
festation of the onset of synchronization of cortex regions).

• Intense causal effect from back to front was observable even after switching off the VS.
However, the effect disappeared within 1-2 minutes, and during the rest of the 3-minute
post-VS relaxation, the situation was similar to that before VS with causal effects often
and unpredictably changing in direction.

• During VS, the left and right hemispheres resembled subsystems working in unison, but
they were in fact causally independent. A causal connection between hemispheres was
almost never detected.

As part of a recent master thesis project [7], we also made software that extrapolates local
results to the entire cortex and shows the course of changes in the form of a video presentation.
We created a 625 point grid and extrapolated the intensity and direction of causality between
adjacent grid points based on the cross-prediction errors of the records from nearby positions.
Fig. 1 shows two typical examples of effective connectivity visualization - without and during
visual stimulation.

4. Discussion
Although neuroscience has been trying to understand connectivity for some time, we believe
that only now the causality research is reaching a stage that allows a reliable evaluation of the
directional (effective) type of connectivity in brain activity.
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In this study, we used cross-predictions in reconstructed state spaces for bivariate causal
detection and exploring dynamical networks whose nodes are characterized by time series. In
this context, our EEG data are viewed as a network of six nodes. We must, however, be aware
that the best we can hope for when reconstructing a causal dynamical network is finding the
strongly connected components (sets of mutually reachable vertices) which represent distinct
subsystems coupled through one-way driving links. We cannot recover self-loops or distinguish
between direct driving, indirect driving, or correlate of direct or indirect driving.

Moreover, we still cannot be sure whether the dynamical network concept on the cortex is
justified at all. The opposing standpoint in its extreme form presupposes the global nature of
the brain with a cyclical information flow. Then, in the spirit of Takens’ theorem, a single-
channel EEG recording would suffice for encoding information about the entire dynamics of
the system. Considerations of the relative autonomy of smaller brain regions, with changeable
causal relationships, would be groundless.

Even the character of the EEG signal itself is still largely a mystery. In principle, if autore-
gressive models are suitable for modelling the EEGs, then Granger’s methodology should be
the right choice for causality detection. However, if deterministic dynamics dominate the data
or a newer concept of EEG as a power-law noise combined with oscillating activity applies,
then a qualified choice of some more recent causal method, such as CP, is required. Blind use
of a causal method can easily result in contradictory conclusions and false detections.

In this study, a modern causal method based on cross-predictions detected a significant direc-
tional effect from the occipital to the frontal regions of the cerebral hemispheres during visual
stimulation. The results look promising and interesting. But we are only at the beginning, and
much remains unresolved. In further research, we must first compare our results with those ob-
tained from the Granger test and draw conclusions from the comparison. We will also look at
and discuss the differences in the results between the individual participants in the experiment.
Finally, interpreting the results in a broader context can also be a complicated task that will
require a lot of attention in the future.
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A Measure of Prediction Precision for Granger Causality Analysis

Martina Chvosteková

Institute of Measurement Science, Slovak Academy of Sciences, Bratislava, Slovakia

Email: martina.chvostekova@savba.sk

Abstract. Identification of causal interactions from time-series data is an emerging issue in

many fields of science. The causal connection between two variables is detected by the Granger

causality if the prediction of one variable based on a linear combination of its past values can

be improved by incorporating past values of another. The mean squared deviation is usually

used to measure prediction for the Granger causality analysis. In this contribution, it is shown

on an example that the mean squared deviation strictly decreases by adding a past value even

from a causally independent variable and, due to this behaviour, it is unusable for such causal

analysis. On the other hand, the adjusted squared deviation does not collide with the Granger

causality definition in this way. The presented results imply that the confidence of the commonly

used F-test of prediction improvement in the Granger causality analysis depends on the number

of past values of the predicted variable included in a linear prediction. The adjusted squared

deviation can be used to determine the proper number of past values.

Keywords: Granger Causality, Variance Estimator, Linear Prediction

1. Introduction

Identification of causal interactions from time-series data is an emerging issue in many fields

of science; for example, in neuroscience [1] this identification allows the characterization of

functional circuits underpinning perception, cognition, behaviour, and consciousness. Granger

[2] has defined a concept of causality which, under suitable conditions, is fairly easy to deal

with in the context of linear autoregressive models. Therefore it has become quite popular in

recent years. The Granger causality is based entirely on the predictability of some variable, say

X . Thus, if the past of some other variable Y contains information that helps predict X , and this

information is contained in no other variable, then Y is said to Granger cause X .

The important issue related to the foregoing definition is the measure of prediction pre-

cision. The variance of predictive error represents a prediction precision measure. The mean

squared deviation (MSD) is often used to estimate the variance of predictive error. However,

in regression with nonstochastic regressors, MSD is a biased estimator of the variance, and an

adjustment for degrees of freedom is desired. The adjusted squared deviation (ASD) is such

an unbiased estimator of the variance of predictive error. In this contribution, we analyze the

relevance of MSD and ASD for the Granger causality analysis. The statistical significance of a

prediction improvement in the Granger causality analysis is commonly assessed by the F-test

for regression coefficients (i.e., the coefficients on the past values) significance. The behaviour

of MSD, ASD, and the confidence of the F-test of prediction improvement is studied on an

example of two causally independent variables.

2. Subject and Methods

Let variables X , Y are represented by two zero-mean stationary time series {xt}
T
t=1, {yt}

T
t=1.

Firstly, the precision of the prediction of a signal xt based only on its past values, and the

precision of the prediction of xt containing also the past values of Y , as well has to be determined

for analyzing if Y Granger causes X , denoted Y → X . Let X̃t represent the set of past values of

MEASUREMENT 2021, Proceedings of the 13th International Conference, Smolenice, Slovakia

6

mailto:martina.chvostekova@savba.sk


X since time t −1, and let Ỹt represent the set of past values of Y since time t −1. According to

Granger, the linear prediction of xt using only the past of X is of the form

Pt(x|X̃) =
p

∑
j=1

a jxt− j (1)

and linear prediction of xt using past of X and past of Y is of the form

Pt(x|X̃ ,Ỹ ) =
p

∑
j=1

b jxt− j +
q

∑
j=1

c jyt− j. (2)

Then, the predictive error series for the predictions (1) and (2) are defined as

εt(x|X̃) = xt −Pt(x|X̃) and εt(x|X̃ ,Ỹ ) = xt −Pt(x|X̃ ,Ỹ ), (3)

respectively. The orders p,q of the linear autoregressive models (1, 2) can be determined using

a model selection criterion. The estimates of the regression coefficients a j, b j, c j are usually

obtained with the least squares method by minimizing the sum of the squared predictive errors.

It is worth noting that autoregressive modelling is suitable to fit a data, if εt(x|X̃) and εt(x|X̃ ,Ỹ )
can be treated as zero mean white noise vector processes with time invariant variances. Let σ2

x

and σ2
xy be the variance of εt(x|X̃) and εt(x|X̃ ,Ỹ ), respectively.

It is said that Y Granger-causes X if we are better able to predict a value of X using the past

values of Y than only the past values of X are used. Thus, it holds Y → X , if σ2
x > σ2

xy. Unless

there is no significant difference between the variances σ2
x and σ2

xy, it is said that Y does not

Granger-cause X , denoted Y 6→ X .

The prediction precision can be measured with the mean squared deviation (MSD), given as

MSDσ̂2
x =

1

T − p
′

T−p
′

∑
i=1

ε2
t (x|X̃), (4)

where T is length of time series, p
′
= max(p,q) and T − p

′
is the number of model’s data.

For determination of MSDσ̂2
xy, ε2

t (x|X̃) is replaced by ε2
t (x|X̃ ,Ỹ ). MSD in regression with non-

stochastic regressors is a biased estimator of the variance of predictive errors. It means that the

expected value of MSDσ̂2
x is equal to the difference of a true value σ2

x and p
′
/(T − p

′
)σ2

x . Since

the bias is equal to −p
′
/(T − p

′
)σ2

x , MSD slightly underestimates the variance of a predictive

error on average.

Therefore, an adjustment for degrees of freedom is often desired to obtain an unbiased

estimator of the variance. The adjusted squared deviation is given as

ASDσ̂2
x =

1

T − p
′
− p

T−p
′

∑
i=1

ε2
t (x|X̃). (5)

For determination of ASDσ̂2
xy, p is replaced by p+ q and ε2

t (x|X̃) is replaced by ε2
t (x|X̃ ,Ỹ ) in

(5). MSD and ASD are asymptotically equivalent and are consistent estimators of variance if

the predictive errors are the standard white noise [3].

The definition of Granger-non-causality implies that all regression coefficients c j are zero

iff Y fails to Granger-cause X . The significance of q linear coefficient restrictions implied by the

Granger non-causality may be assessed by the F-test for regression coefficients significance. If
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the null hypothesis about Y 6→ X is rejected by the F-test, than it is concluded that Y → X [4].

Note that the opposite direction of causal influence (i.e., X → Y ) is analyzed analogously.

In the next part, we will demonstrate that MSD, a commonly used measure of the prediction

precision for Granger causality analysis (e.g., [5]), does not fit the definition of Granger non-

causality. In particular, we will demonstrate that MSD, due to its bias, is reduced using past of

Y in the case Y 6→ X , and this can lead to incorrect causal detection Y → X . The behaviour of

both estimators of variance (4, 5) and of the F-test for Granger non-causality will be studied for

a model of causally independent variables.

3. Numerical Experiment

We consider two causally independent variables X ,Y (i.e., X 6→ Y and Y 6→ X) represented by

time series {xt}
t∗+T
t=t∗+1,{yt}

t+∗T
t=t∗+1 generated by autoregressive model of order four and three

xt = α1xt−1 +α2xt−2 +α3xt−3 +α4xt−4 + εt(x)

yt = β1yt−1 +β2yt−2 +β3yt−3 + εt(y),
(6)

respectively. The analysis of causal interaction between the variables was performed with gen-

erated time series of length T = 1000 after the initial t∗ = 104 iterations were discarded. The

regression parameters αi, i = {1,2,3,4}, β j, j = {1,2,3} were drawn from a uniform distribu-

tion U(−1,1) with bounds a =−1 and b = 1. The errors ε(x), ε(y) were independent normally

distributed random variables with zero mean and with the same deviation σx = σy = 0.1. The

experiment was repeated 104 times. We determined MSD and ASD of σ2
x with p = {3,4,5} and

of σ2
y with p = {2,3,4}, where the middle value in both sets of values p represents the true or-

der of the model. For each run, MSD and ASD of σ2
yx,σ2

xy were calculated for q = {1,2, . . . ,10}
and two separate F-tests were performed (one for X → Y , one for Y → X) at the significance

level α/2 with α = 0.05.

The averaged MSD and the averaged ASD estimates of variances are depicted in Figure 1.

MSD estimate decreases as p increases for q = 0 and decreases as q increases for a fixed p.

However, ASD estimate decreases by increasing p until the value of p is not equal to the true

order of the model. After that, the ASD estimate does not change for larger values p. ASD

estimate for a fixed value p does not change significantly by increasing q.
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Fig. 1: The averaged MSD and ASD estimates of variance calculated on 104 samples of time series with

length T = 103 corresponding to causally independent variables X ,Y for various values of p and q.

MEASUREMENT 2021, Proceedings of the 13th International Conference, Smolenice, Slovakia

8



The empirical confidence level of the F-test is presented in Figure 2. The confidence level of

the F-test strongly depends on the used order p. The presented empirical confidence level is be-

low the chosen confidence level for the order p smaller than the true order of the autoregressive

model, i.e., p = 4 for variable X and p = 3 for Y , and it decreases as q increases. On the other

hand, the presented empirical confidence levels equal to the theoretical confidence level inde-

pendently of order q for the orders p equal or greater than the true order of the autoregressive

model.
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Fig. 2: The empirical confidence level is based on 104 samples of time series with T = 103 corresponding

to causally independent variables X ,Y for various values of p and q.

4. Conclusions

We found out that MSD is not an appropriate measure of the prediction precision for the Granger

causality analysis. MSD spuriously decreases when a past value is added to a prediction model,

no matter it is its own past value of the predicted variable or the past value of the other causally

not connected variable. The use of MSD in the context of Granger causality can lead to incorrect

conclusions, as happened in [5]. Although ASD does not collide with the definition of the

Granger causality in this way, we recommend, under the condition that linear autoregressive

modelling is suitable to fit data, to assess the significance of causal connection by the F-test

for regression coefficients significance. The confidence of the F-test depends on the number of

past values of the predicted variable used in a linear prediction. It seems that the number of own

past values for which ASD does not change substantially by adding more own past values can

be recommended as a suitable one.
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Abstract. Fluctuating observability of the Rössler system may lead to inconsistent prediction
accuracy and that may influence causality detection of methods based on predictability im-
provement. Fluctuating observability is caused by an ill-conditioned numerical problem when
drastically changing the magnitude of the observed variable. In this paper, we will show that
this problem causes difficulties mainly in cases with a smaller number of data and when using
an insufficient model. With enough data and “effort” to find the right model, we can achieve
good accuracy of prediction from all variables.
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1. Introduction

Consider Rössler dynamical systems [1] (Fig. 1):

ẋ =−1.015y− z
ẏ = 1.015x+0.15y
ż = 0.2+ z(x−10)

(1)

where (a,b,c) are parameters. We observe the Rössler system as time series. We denote the time
series generated by variable x as X(t) = [x(1),x(2), . . . ], and similarly for the other variables.
We consider the original manifold M - the set of points: [x(t),y(t),z(t)] for t ∈ {1, . . . ,T} and
dx-dimensional reconstructed manifold Mx - the set of points: [x(t),x(t− 1), . . . ,x(t− dx)] for
t ∈ {1, . . . ,T}. Similarly for the other variables.

The reconstructed manifolds Mx,My and Mz can be a good representation of the original
manifold M as a consequence of the Takens’ theorem [2] which in simplified, slightly inaccurate
version from [3] says:

Suppose the d-dimensional state vector xt evolves according to an unknown but
continuous and (crucially) deterministic dynamic. Suppose, too, that the one-di-
mensional observable y is a smooth function of x, and “coupled” to all the compo-
nents of x. Now at any time we can look not just at the present measurement y(t),
but also at observations made at times removed from us by multiples of some lag
τ : yt−τ ,yt−2τ , etc. If we use k lags, we have a k-dimensional vector. One might
expect that, as the number of lags is increased, the motion in the lagged space will
become more and more predictable, and perhaps in the limit k→ ∞ would become
deterministic. In fact, the dynamics of the lagged vectors become deterministic at
a finite dimension; not only that, but the deterministic dynamics are completely
equivalent to those of the original state space (More exactly, they are related by a
smooth, invertible change of coordinates, or diffeomorphism.) The magic embed-
ding dimension k is at most 2d +1, and often less.
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Fig. 1: Visualization of 500 points of variables x, y and z from the Rössler system (left) and 500 points
of the original manifold M of the Rössler system (right).

This means that we should be able to predict all variables (time-series) of the given system
based on one given variable (time-series). This theoretical assumption is disturbed with numer-
ical complications as mentioned for example in papers [4, 5, 6, 7]. The authors state that from
some variables it is more difficult to obtain good predictions of the other variables and they
attribute it to so-called observability. The paper [4] expands the term observability from linear
systems to non-linear systems and define the local observability index. The paper also claims
that variable z in the Rössler system has lower values of observability around values close to 0
and therefore it would be more difficult to predict variables x and y from variable z mainly if z
is close to 0. A simplified explanation of this phenomenon: Consider two real numbers A and B.
Consider that we know values A, A×B and the value B is unknown. If A 6= 0 than based on the
value A×B we can exactly identify the value B. But if A = 0 we cannot determine the value B.
This may lead to an ill-conditioned numerical problem (for a small change in the inputs there is
a large change in the answer) when predicting variables x and y from variable z which is often
moving around 0 as you can see in the Fig. 1.

In this paper, we will show that low observability may not be a problem with enough data
and effort in searching for the model. Then the predictions of variables x and y from variable z
in the Rössler system may be as good as from variables x and y.

2. Data and Methods

We generated 11000 data points from the Rössler system, Eq. 1. 10000 points were used for
training our models and 1000 points for evaluating the trained models. We normalize all vari-
ables to mean zero and variance one. For the evaluation of prediction error, we use mean square
error (MSE). Our model is a 3-layer neural network with 10 nodes on every layer and the hyper-
bolic tangent activation function (except for the output layer). As a loss, we used MSE and we
used an iterative optimising method stochastic gradient descent - SGD (unless otherwise stated,
with 1000 iterations).
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3. Results

As is shown in Table 1, baseline predictions of variables x and y from variable z are not as
accurate as from variables x and y.

Table 1: Mean of 100 MSE of baseline predictions (using 1000 optimisation steps) of predicted variables
based on the explanatory variable.

explanatory variable
x y z

pr
ed

ic
te

d
va

ri
ab

le x 5.7777×10−4 8.398×10−4 1.073292×10−2

y 5.7477×10−4 3.1525×10−4 1.070302×10−2

z 3.43108×10−3 1.158321×10−2 3.989074×10−2

Figure 2 shows the rising accuracy on the test set with the rising number of optimisation
steps.
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Fig. 2: Rising accuracy of predictions of variables x and y from variable z compared with predictions
from itself.

Moreover, Table 2 shows that the accuracy of prediction of variable y from variable z rises
faster than the accuracy from the other two variables.

Table 2: Mean of 100 MSE of improved predictions (using 100000 optimisation steps) of predicted
variables based on the explanatory variable.

explanatory variable
x y z

pr
ed

ic
te

d
va

ri
ab

le x 5.48400117×10−6 3.01541549×10−5 2.22069189×10−4

y 1.46055823×10−5 1.99560227×10−5 6.54280003×10−5

z 1.09350026×10−5 1.51071907×10−5 7.81030053×10−4
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4. Conclusions

The initial results from Table 1 may be interpreted as a violation of Takens’s theorem because
the result from a small number of iterations may lead to around 20× worse results of prediction
of variables x and y from variable z. The main difficulty is the ill-conditioned problem of pre-
diction from the “jumping” variable z. As we showed in Fig. 2 and Table 2 this problem may
be solved with more available data or a better, more accurate model, which can be achieved (in
the case of neural network) with more optimisation steps. Ill-conditioned prediction from the
variable z may still be a problem in the case of low training data availability, therefore these
cases should be interpreted carefully.

For example, consider the discrete Rössler system [8]. Every variable can be expressed as
a function of any given variable, which relates to Takens’s theorem. Therefore for the discrete
variant of the Rössler system, you can estimate those functions from data. With a larger dataset,
the estimated functions will fit the original functions better. This may be complicated with the
bad numerical behaviour of those functions. This is the case when we use the variable z in the
Rössler system. This is not a theoretical problem, just a complication that can be overcome with
more data and better estimation models.
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Abstract. Dynamics of rotational magnetic particle alignment, an inverse process to Brown-
ian relaxation, has been studied theoretically. It was found that arbitrary viscous torque with
history term due to inertia and friction of surrounding water ambient has significant effect in
strong magnetic field limit. On the other hand, for weak fields it can be neglected and stochastic
Brownian torque induced by random collisions of surrounding fluid molecules is dominant.
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1. Introduction
Magnetic particle alignment, as Brownian rotation of the whole particle or rotation of its mag-
netic moment, are inverse processes to the Brownian or Néel relaxation. Their mechanism is
today well known, although description of their dynamics is often simplified. In this paper we
would like to address the description of dynamics of the first one—Brownian rotation of the
magnetic particle during magnetic alignment.

Magnetic particle in external magnetic field feels magnetic torque, which generates its rota-
tional movement. If the particle is located in viscous fluid ambient viscous torque due to friction
breaks its rotation. There is often used quasi-steady limit (γω = 8πηR3ω) to evaluate of this
viscous torque, which use is correct only for constant angular velocity during particle rotation.
For arbitrary angular velocity, addition of history term to the viscous term is necessary, as it
was shown [1]. Origin of this term is based on inertia and friction of fluid around the arbitrary
rotating particle. In further, denote quasi-steady viscous torque and its history term simply as
arbitrary viscous torque.

Also in fluid ambient, particle small enough feels stochastic effect of Brownian motion of
surrounding molecules [2] with intensity dependent on temperature. Denote this contribution to
the overall torque on magnetic particle as stochastic Brownian torque.

In most papers [3] [4] only quasi-steady viscous torque is concerned and the history torque,
inertia torque and stochastic Brownian torque are completely neglected, as well as consider only
the latter and simple quasi-steady viscous term [2], or looks on thermal disturbance of rotational
magnetic alignment with Brownian motion through the rotational diffusion model [5]. There-
fore, we aimed to develop complex model of dynamics of rotational magnetic particle alignment
in external homogeneous magnetic field and fluid ambient, coming out of the arbitrary viscous
torque and stochastic Brownian torque. This approach brings to the studied problem solution of
stochastic integro-differential equation, which is not trivial.

2. Subject and Methods
Lets consider quiescent spherical magnetic particle with radius R, mass density ρp, and mag-
netic moment µp originally oriented in perpendicular direction to the external homogeneous
magnetic flux density B0, and water as viscous fluid ambient with mass density ρ , dynamic
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Table 1: Parameters used in simulations.

Parameter Symbol Value Unit
Finite time step h 10−8 s
Thermodynamic temperature T 293.15 K
Magnetic flux density norm B0 5×10−6, . . . , 0.5, 5 T
Water dynamic viscosity η 10−3 Pa.s
Water mass density ρ 103 kg/m3

MyOne particle diameter 2R 10−6 m
MyOne particle mass density ρp 1792 kg/m3

MyOne particle magnetic momenta µp 2.25×10−14 A.m2

a Calculated as µp = MspVp, where Msp = 43×103 A/m and Vp =
4
3πR3.

and kinematic viscosity η and ν = η/ρ , respectively, and thermodynamic temperature T . Ro-
tational magnetic alignment of such particle can be described with the system of differential
equations and initial conditions:

Ip
dω

dt
= µpB0 sinϕ +Tv(t)+TB(t),

dϕ

dt
=−ω, ϕ(0) =

π

2
rad, ω(0) = 0rad/s (1)

where ϕ ≡](~B0,~µp) and ω are angle and angular velocity of magnetic particle, and Ip =
2
5mpR2

and mp =
4
3πR3ρp are its moment of inertia and mass, respectively. Arbitrary viscous torque is

according [1]:

Tv(t)≡−γω(t)− γ

3
√

π

∫ t

−∞

K(t− τ)
dω(τ)

dτ
dτ, (2)

where γ ≡ 8πηR3 is Stokes drag coefficient and kernel function is:

K(t− τ)≡ R√
ν(t− τ)

−
√

π exp
(

ν(t− τ)

R2

)
erfc

(√
ν(t− τ)

R

)
. (3)

History integral term in (2) of whole time evolution of angular acceleration is denoted as
"acceleration torque". Fluctuating Brownian torque is stochastic term generated with random
impulses from the neighboring fluid molecules, which can be mathematically represented as
Gaussian white noise with zero mean (〈W (t)〉 = 0) and with assumption of un-correlation
(〈W (t)W (t + τ)〉= δ (τ)) [6]. Then, stochastic Brownian torque can be expressed as:

TB(t)≡
√

2kBT γW (t), (4)

where kB is Boltzmann constant, 〈. . .〉 represents an ensemble average and δ (τ) is the Dirac
delta function. This Gaussian white noise in stochastic Brownian torque in discrete sense has
variance 1

h , where h is the time step.
For solution of the system of integro-differential equations (1)–(4) we have used first-order in-

tegration method generalizing Euler method to stochastic differential equation (finite difference
approach) [6] and order one quadrature scheme to evaluation of history viscous acceleration
torque integral term similar to those presented in [7], however using different kernel function,
i.e. (3).

Parameters used in simulations are shown in Table 1. As the particle we have considered
commercially available MyOne 1 µm (ThermoFischer Scientific, DynabeadsTM MyOneTM).
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(c) (d)

Fig. 1: Rotational magnetic particle alignment. Comparison of models for B0 = 5,0.5,0.05,0.005T (a)–
(d), respectively.

3. Results and Discussion
We have simulated magnetic particle alignment in external homogeneous magnetic field with
B0 = 5,0.5,0.05,0.005T and originally quiescent water as fluid ambient for four different mod-
els involving: (i) magnetic, quasi-steady viscous and stochastic Brownian torque, (ii) magnetic,
arbitrary viscous and stochastic Brownian torque, (iii) magnetic, quasi-steady viscous and no
stochastic Brownian torque, and (iv) magnetic, arbitrary viscous and no stochastic Brownian
torque (for comparison see Fig. 1). Significant effect of history acceleration torque (arbitrary
viscous torque) is visible only for the strongest magnetic fields when reduction of amplitude
of ω , and elongation of period due to inertia of fluid surrounding magnetic particle is obvi-
ous. On the other hand, affect of stochastic Brownian torque rises with weakening of magnetic
field, when magnetic particle feels stochastic Brownian motion collisions of surrounding fluid
molecules. Stochastic behavior for shown B0 in Fig. 1 is well visible only for ω(t), however,
with further weakening of B0, stochasticity will be well visible also for ϕ(t), and for fields with
B0 ≤ 50µT its affect starts to be significant.

From simulations we have estimated characteristic time of rotational magnetic particle align-
ment for each B0, and found its dependence on magnitude of B0 as a least-square minimization
fit: τchar(B0) =

C
B0

with obtained parameter C = 1.655× 10−7 s.T. Here has to be mentioned
limitation of numerical evaluation of history acceleration torque using kernel function (3) due
to presence of exp(tν/R2) function in its definition, which is for used values of parameters
numerically reachable only for t ≤ 10−4 s. Therefore we have to omit models (ii) and (iv) with
arbitrary viscous torque for weaker magnetic fields simulations, i.e. for B0≤ 0.5mT (see Fig. 2).
Although, it does not matter, while, its affect for the weak magnetic fields can be neglected, as
it was mentioned in discussion for Fig. 1. Also, there is an another limitation of our model:
Due to history acceleration torque, stochastic Brownian torque should be not mathematically
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Fig. 2: Rotational magnetic particle alignment. Comparison of models for B0 = 0.05,0.005mT.

represented as Gaussian white random process in Langevin theory, but "colored" one [8]. On
the other hand, correlation in time of random process due to neglecting of history term in weak
magnetic flux density field limit diminishes.

4. Conclusions
Complex model of rotational magnetic particle alignment dynamics has been presented for the
scale of homogeneous magnetic flux densities B0 from 5 µT to 5T. Significance of the history
arbitrary viscous torque term rises in strong magnetic flux density field limit. On the other
hand, in weak B0 limit it diminishes and stochastic Brownian torque affect starts to manifest.
Also characteristic time of rotational magnetic particle alignment for the whole scale of B0 has
been estimated.
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Abstract. The phase methods for measuring physical quantities and the phase measuring 
equipment are widely used in various fields of science and technology. Improving the 
metrological characteristics of phase measuring equipment, which is intended for use in a wide 
range of signal-to-noise ratio, involves the development of a methodology for phase 
measurements and the presentation of their results based on the harmonization of the material 
and physical measures of phase shifts. The paper proposes a signal processing methodology 
based on a combination of the discrete Hilbert transform and deterministic as well as statistical 
methods of phase measurement. Circular statistics such as circular mean, circular variance 
and the resulting vector length are proposed for use in the phase measurements. 
Keywords: Signal Processing Methodology, Hilbert Transform, Circular Statistics 

1. Introduction 
The conсept of the internet of things [1, 2] together with the progress in measurement science 
[2, 3] led to the exponential growth of measurement data. The rise of the computational power 
of computers created the opportunity to develop the methods for measurement data processing 
to improve the accuracy of measurement and their noise immunity [1-3]. This paper is devoted 
to the development of such a technique in phase shift measurements.  
Phase methods of measuring physical quantities, transformation, and transfer of information 
allow effectively solving many problems in diverse fields of science and technology, e.g. in 
experimental physics, radiophysics, radio and radar navigation, telecommunications, geodesy, 
non-invasive testing, and so on. Based on the phase methods, many important scientific and 
technical problems related to the precise measurement of distances, time intervals, angles, 
analysis of the characteristics of signal fields of different physical nature have been solved. 
The application of the methods required the creation of appropriate phase measuring equipment. At 
the initial stage of the development of the phase measuring equipment, the measurement 
transformation of signals’ phase shifts to either the rotation angle of the electromechanical device’ 
arm or constant voltage or time intervals was used [4, 5]. There had already been accurate measures 
of voltage and time intervals that allowed simplifying the phase measuring equipment. Then later, the 
two-phase generators [5], which generated two coherent signals with a fixed phase shift between 
them, began to be used as signals’ phase shift measures. That approach determined the further 
direction of development of the phase measurement techniques for a long time. It also determined the 
use of methods for processing random quantity in the algorithms of phase measurements and during 
the error estimation of that measurements. But the transfer of statistical analysis methods of random 
quantity into the field of processing the measurements of signals’ phase shifts has its limitations. This 
is because the phase of periodic signals has a natural periodicity of 2π, which has to be taken into 
account when justifying the algorithms for processing phase data, and when forming the result of 
phase measurements and choosing the probability measure [6]. In the case of low signal-to-noise 
ratios in the additive mixture of harmonic signal and noise, all of these are especially important. In 
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general, the abovementioned signals belong to periodic signals. The property of periodicity is 
manifested in the repetition of certain parts or states of processes and signals. In the case of 
estimating the parameters of harmonic signals, which are the components of the additive 
mixture with noise, the problem of processing random phase shifts occurs. Since the models of 
random angles are similar to the models of random phase shifts [7], the methods of statistical 
processing of angular data can be applied to them [8, 9]. It should be noted that advances in 
computer technology and digital signal processing created the preconditions for improving the 
methodology of processing the phase measurements, more extensive use of complex algorithms for 
the statistical processing of angular data. All of these allow significantly improving the metrological 
characteristics of the phase measuring equipment.  
The paper considers the features of the proposed methodology for processing the phase 
measurements based on the use of the discrete Hilbert transform (DHT) [10, 11] and methods 
of statistical processing of angular data. 

2. Basic of the Phase Measurements Methodology 
 The signals can be presented as follows: 

 ( ) [ ] ( ) [ ]cos 2 ( ), cos 2 ,r ru t U ft n t u t U ft t T= π + ϕ + = π ∈ , (1) 

where U, Ur are the trains of the signal u(t) and the reference signal ur(t), respectively; ϕ the 
phase shift between the harmonic signal component u(t) and the reference signal ur(t); t, T are 
time and time interval of signal observation, respectively; f is the frequency of the harmonic 
signals; n(t) is the implementation of white noise with zero expectation and σ2  variance. 
There is a Fourier transform for signals from Eq. 1. After transformation to the digital signals, they 
are represented by samples{ } { }[ ], 1, , [ ], 1,ru j j J u j j J= = , where ( )int sJ T T= , where Ts is a 

sampling interval. It is necessary to consider the methodology for determining the phase shift estimate 
based on combining the usage of the DHT and methods of statistical processing of angular data. 
Discrete Hilbert Transform and Its Application for Signal Phase Calculation 
The DHT and the concept of “analytical signal” introduced on its basis are widely used for 
theoretical researches of periodic processes and phenomena [7, 8]. The discrete analytical 
sequence is determined as [ ] [ ] [ ]z j u j iu j= +  , where [ ]u j  is a DTH of [ ]u j . The simplest 
method of DHT calculating is the spectral method. It can be found in [12]. From the definition 
of a discrete analytical sequence, one can find the discrete instantaneous phase of the sequence x[n]: 

 [ ] [ ]
[ ] [ ] [ ]( ){ }1ˆ tan 2 sign 1 sign

2
u j

j u j u j
u j

πϕ −= + − +


 . (2) 

Function in Eq. 2 has a sawtooth shape and changes periodically within the range of [0, 2π). 
The discrete instantaneous unwrapped phase could be obtained from Eq. 2: 

 [ ] [ ] [ ]( )ˆ ˆ ˆ2j j g jϕ π ϕΦ = + , (3) 

where [ ]( )ˆg jϕ  is a step function, which increases by one when the phase changes from 2π to 0. 

The discrete instantaneous phase shift is determined according to the equation as follows: 

 ˆˆ 2 , 1,j j sfT j j Jϕ π= Φ − = . (4) 
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One can apply the methods of statistical processing of angular data to the sample from Eq. 4 
and calculate several circular statistics. 
Circular Statistics for the Use in Phase Measurement 
The most important circular statistics in phase measurement are given in Table 1. 

Table 1. Some circular statistics defined for the sample ˆ , 1,j j J=ϕ . 

Name of circular 
statistical characteristic 

Definition, formula 

Sampling trigonometric 
moment of order u 
relatively to the direction 
α (u is an integer) 

ˆ( ) ( )

1

1( ) ( ) ( ) ( )j u

J
iu im

u u u u
j

T e a ib r e
J

ϕ α αα α α α−

=

= = + =∑
 

( ) ( ) ( ) ( ) ( ) ( )
1

1 ˆcos 0 cos 0 sin
J

u j u u
j

a u a u b u
J

α ϕ α α α
=

 = − = + ∑
 

( ) ( ) ( ) ( ) ( ) ( )
1

1 ˆsin 0 sin 0 cos
J

u j u u
j

b u a u b u
J

α ϕ α α α
=

 = − = − + ∑  

Sampling circular mean 
[ ])1()(2

2
tan 1 signCsignS

C
S

c +×−+= − πϕ

1 1

1 1ˆ ˆcos ; sin
J J

j j
j j

C S
J J

ϕ ϕ
= =

= =∑ ∑  

Sampling length of the 
resultant vector 

2 2r C S= +  

Sampling circular 
variance 

1V r= −  

Probability Distributions of Random Angles for the Use in Phase Measurements 
The measurement result consists of one measured value and the measurement uncertainty with 
the stated probability of coverage [6]. The probability can be evaluated from probability density 
functions. The probability distribution functions of random phase shifts are the same as those 
of random angles. One of the characteristic features of the circle as space, on which sets of 
phase shifts are formed, is the periodicity (with the period 2π) property of the laws of the 
probability density distribution of random phase shifts. 
The von Mises probability distribution for a random angle is determined by the formula: 

 ( ) ( ){ } ( )0| , exp cos 2 , , 0Mp k k I k kθ µ = θ − µ π µ < ∞ > , (5) 

where  0I  is the modified Bessel function of the first kind and zero-order; µ is the circular 
average direction of a random angle; k is the concentration parameter of a random angle in the 
vicinity of μ. 
The von Mises distribution is one-vertex and symmetric according to the value of μ, which is 
the mathematical expectation of this distribution. Some other typical circle distributions such 
as uniform, triangular, wrapped normal are presented in [5]. For the wrapped normal 
distribution, the central limit theorem holds on the circle: for independent random angles, which 
have the same probability distribution function, the probability distribution of the normalized 
sum of angles approaches to the wrapped normal distribution [5]. An appropriate choice of the 
parameters of the wrapped normal distribution allows giving a reasonable approximation for it 
by von Mises distribution. 
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3. Using the Offered Methodology in Some Applied Problems of Phase Measurement 
The research confirms the effectiveness of the proposed methodology for phase measurements 
in the following applications: (i) precise phase shifts measurement when a signal-to-noise ratio 
close to unity; (ii) estimation of the signal period by its discrete instantaneous unwrapped phase 
[13]; (iii) detection of ultrasonic testing signals at a low signal-to-noise ratio using the sampling 
length of the resultant vector, which is calculated in the sliding mode; (iv) determination of the 
signal-to-noise ratio in case of the sum of the harmonic signal and Gaussian noise through 
sampling trigonometric moments. 

4. Conclusions 
The DHT allows determining the signal phase through the tan-1 function without a physical 
measure of phase. Since the signal samples are obtained with the sampling interval, it allows 
studying their change even within one period of the carrier signal in the case of modulation of 
the phase and amplitude of the harmonic signal. It also allows obtaining samples of phase shifts 
of large volumes to which the methods of statistical processing of angular data can be applied. 
Thus, it increases the measurement accuracy. The probability distribution of random phase 
shifts is proposed to determine the probability of coverage, coverage factor, and extended 
measurement uncertainty for the phase measurements. 

References 
[1] Jun, S., Przystupa, K., Beshley, et all. (2020). A Cost-Efficient Software Based Router and 

Traffic Generator for Simulation and Testing of IP Network. Electronics, 9(1), 40. 
[2] Pytka, J., Budzyński, P., Józwik, J., et all. (2019). Application of GNSS/INS and an Optical 

Sensor for Determining Airplane Takeoff and Landing Performance on a Grassy Airfield. 
Sensors, 19(24), 5492. 

[3] Wang, J., Kochan, O., Przystupa, K., and Su, J. (2019). Information-measuring system to study 
the thermocouple with controlled temperature field. Measurement Science Review, 19(4), 161-
169. 

[4] Dorozhovets, M., Motalo, V., Stadnyk, B., Vasyliuk, V., Borek, R. and Kovalchyk, A. (2005). 
Fundamentals of metrology and measuring techniques, vol. 2, “Measuring techniques”. Lviv 
Polytechnic National University Press. (In Ukrainian). 

[5] Kuts, Y., Shcherbak, L. (2009). Statistical phase measurement. Ternopil Ivan Puluj National 
Technical University Press. (In Ukrainian). 

[6] International Vocabulary of Metrology: Basic and General Concepts and Associated Terms, 
JCGM 200:2012 (2012). 

[7] Babak, V., Yeremenko, V., Kuts, Y., Myslovych M. amd Shcherbak L. (2019). Models and 
measures in measurements. Naukova Dumka Publishing. (In Ukrainian). 

[8] Mardia K. (2000). Directional Statistics. John Willey & Sons. 
[9] Fisher N. (2000). Statistical Analysis of Circular Data. Cambridge University Press. 
[10] Bendat, J., Piersol, A. (2010). Random Data. Analysis and Measurement Procedures. John 

Willey & Sons. 
[11] Poularikas, A. (2010). Transforms and Applications Handbook. CRC Press LLC. 
[12] Lawrence Marple, S. (1999). Computing the Discrete-Time ”Analytic” Signal via FFT. IEEE 

Transactions on Signal Processing, 47 (9), 2600-2603. 
[13] Kuts, Y., Protasov, A., Lysenko, I., Bliznuk, O. and Uchanin, V. (2017). Using 

multidifferential transducer for pulsed eddy current object inspection. 2017 IEEE 1st Ukraine 
Conference on Electrical and Computer Engineering, 826–829. 

MEASUREMENT 2021, Proceedings of the 13th International Conference, Smolenice, Slovakia

21

https://www.bipm.org/utils/common/documents/jcgm/JCGM_200_2012.pdf


Exact Confidence Intervals for Parameters in Linear Models With
Parameter Constraints

1Viktor Witkovský, 2Gejza Wimmer

1Institute of Measurement Science, Slovak Academy of Sciences, Bratislava, Slovak Republic
2Mathematical Institute, Slovak Academy of Sciences, Bratislava, Slovak Republic

Email: witkovsky@savba.sk

Abstract. We consider the exact distribution of the best linear unbiased estimator (BLUE) of a
linear combination of the unknown model parameters in linear models with possible parameters
constraints. Here, we present a method for computing the exact confidence intervals for the con-
sidered linear combinations of the model parameters under the assumption that the errors are
linear combinations of independent random variables with known probability distributions. This
is a typical situation in measurement and metrology. It is often necessary to consider system-
atic errors or uncertainties determined by Type B evaluation (i.e., based on expert knowledge).
The proposed method for calculating the confidence intervals uses the characteristic function
approach (CFA) and suitable algorithms for numerical inversion of the characteristic function.

Keywords: Linear Regression Model, Parameter Constraints, Best Linear Unbiased Estimator,
Exact Distribution, Confidence Interval, Characteristic Function Approach (CFA)

1. Introduction
In measurement and metrology, it is often necessary to consider a complex combination of in-
fluencing effects caused by classical measurement errors and the effects of systematic errors or
other possible sources of uncertainty determined by the Type A and Type B evaluation meth-
ods. These complex effects can significantly affect the accuracy of the uncertainty analysis of
measurement results based on standard assumptions about the normality of the distribution of
measurement errors, see [1].

Here, we present a general method for computing the exact confidence intervals for the linear
combinations of the model parameters under the assumption that the input errors can be formally
identified and expressed as linear combinations of independent random variables with known
probability distributions.

2. Subject and Methods
The most simple statistical model for modeling measurement process and making further infer-
ence about the model parameters is the model of direct measurements specified as

Y ∗ = µ+ε, (1)

where Y ∗ = (Y∗1 , . . . ,Y
∗
n)′ is the n-dimensional random vector representing the (uncorrected)

measurements, µ = (µ1, . . . ,µn)′ is the n-dimensional parameter vector representing the un-
known (expected) values of the measurements Y ∗, and ε = (ε1, . . . , εn)′ is the n-dimensional
random vector of measurement errors with zero-mean and known covariance matrix Σ.

However, frequently we have a more specific knowledge about the structure of the mean vec-
tor µ as well as about the error vector ε, with possible constraints on the parameters. This leads
to the general linear regression model, here also interpreted as the model of indirect measure-
ments,

Y ∗ = Xβ+ Z (δ+ ε) & Aβ+ Bγ+ c = 0. (2)
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or, after correction of the known systematic effects, to the model

Y = Xβ+ Zε & Aβ+ Bγ+ c = 0. (3)

Here, Xβ+Zδ is used instead of µ and Zε is used instead of ε in (1). The vector δ= (δ1, . . . ,δm)′

represents the m-dimensional vector of known mean values of the included influencing random
effects (known systematic effects or biases) which should be applied as a necessary corrections
to the original vector of measurements, i.e. leading to the corrected vector of measurements Y =

Y ∗−Zδ . X is a known (n×k)-dimensional matrix of coefficients (frequently denoted as a design
matrix or as a matrix of regressors) and β = (β1, . . . ,βk)′ is an unknown k-dimensional vector of
regression parameters (fixed effects), with k ≤ n. Similarly, Z = [Z1, . . . ,Zr] is a known (n×m)-
dimensional design matrix (with m =

∑r
i=1 ni) of the input stochastic effects (errors or other

random effects) and ε = (ε′1, . . . ,ε
′
r)
′ is m-dimensional stochastic vector (m ≥ n) with mutually

independent components, where the ni-dimensional sub-vectors εi = (εi,1, . . . , εi,ni)
′ consist of

mutually independent random variables with known probability distributions, for all i = 1, . . . ,r.
The possible constraints on the model parameters are specified by a set of q linear restric-

tions Aβ+ Bγ+ c = 0, where A is a known (q× k)-dimensional matrix of coefficients related
to the k-dimensional vector parameter β, B is a known (q× p)-dimensional matrix of coeffi-
cients related to the p-dimensional vector parameter γ (the additional parameters specifying
the restrictions), and c is a known q-dimensional vector of coefficients. Here we assume that the
standard regularity conditions are fulfilled (see below).

Note that if A, B and c are zero matrices, then (2) is a linear regression model (alternatively
understood as a linear mixed effects model) without parameter restrictions. If A is a non-zero
matrix and B is a zero matrix then we say that (2) is a linear regression model with Type I
restrictions. Otherwise, we say that (2) is a linear regression model with Type II restrictions.
Depending on particular specification of the design matrices X, Z, and the restriction matrices
A, B, and c, we get the specific type of the used linear regression model, e.g., the model of
direct (or indirect) measurements with (or without) constraints (linear restrictions of Type I or
Type II) on the model parameters. For further details see [3].

Frequently, the vector of measurement errors is simply denoted as a random vector ε, how-
ever, here we shall assume that ε = Zε = Z1ε1 + · · · + Zrεr where, typically, Z1 is (n × n)-
dimensional identity matrix, i.e. Z1 = In,n and ε1 is n-dimensional random vector with inde-
pendent and identically distributed (i.i.d.) components.

Hence, the covariance matrix of the error vector, cov(ε), as well as the covariance matrix of
the measurement vector, cov(Y ), is specified by Σ = Z1Σ1Z′1 + · · ·+ZrΣrZ′r, where Σi = cov(εi)
are the known (ni × ni)-dimensional diagonal covariance matrices of the random vectors εi,
i = 1, . . . ,r.

Let ϑ = (β′,γ′)′ denotes the vector of parameters in the model (2). In this paper, our param-
eter of interest is a scalar function of the model parameters, say θ, defined as

θ = d′ϑ = d′ββ+ d′γγ =

k∑
i=1

dβiβi +

p∑
j=1

dγ jγ j, (4)

which is an estimable linear combination of the model parametersβ andγ, where d = (d′
β
,d′γ)′ =

(dβ1 , . . . ,dβk ,dγ1 , . . . ,dγp) is the specific (given) vector of coefficients. Please note that for each
estimable function of the parameters β and γ the vector of coefficients dβ is to be of the form
dβ = X′dµ for some specific dµ.

Then, the exact (1−α)%-confidence interval for the parameter θ is defined as the (random)
interval 〈

θ̂− θ̃upp, θ̂− θ̃low
〉
, (5)
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where θ̂ is the best linear unbiased estimator (BLUE) of θ and θ̃ = θ̂−θ denotes a zero-mean
random variable with θ̃low, and θ̃upp being the specific quantiles of the probability distribution
of the random variable θ̃, such that the following holds true

Pr
(
θ̃low ≤ θ̂−θ ≤ θ̃upp

)
= 1−α, (6)

and hence,
Pr

(
θ̂− θ̃upp ≤ θ ≤ θ̂− θ̃low

)
= 1−α, (7)

which proves the exactness of the confidence interval defined in (5).
In the next section we present explicit form of the best linear unbiased estimator θ̂ and a

method to derive the exact distribution (and the quantiles) of the random variable θ̃. As explained
below, BLUE is a linear function of the (random) measurement vector Y . Given its observed
value, say Y(obs), we get the (observed) estimate, θ̂(obs), as well as the estimated (observed)
confidence interval,

〈
θ̂(obs)− θ̃upp, θ̂

(obs)− θ̃low
〉
.

3. Results
Let ϑ̂ denotes the BLUE of the vector parameter ϑ. Formally, as the name suggests, BLUE is
linear (as a function of Y ) and unbiased estimator. That is, we have

ϑ̂ = h + HY , (8)

for suitable (k + p)-dimensional vector of known coefficients h and known [(k + p)×n]-dimen-
sional matrix H (see below). Its mean value (expectation) satisfies the following relations:
E

(
ϑ̂
)

= E (h + HY ) = h + H E(Y ) = h + H E(Xβ+ Zε) = h + HXβ = ϑ.
Hence, the best linear unbiased estimator θ̂ of the parameter of interest θ is given by

θ̂ = d′ϑ̂ = d′h + d′HY , and θ = E
(
θ̂
)

= d′h + d′HXβ. (9)

Finally, the zero-mean random variable θ̃ = θ̂−θ is distributed as

θ̃ = θ̂−θ = d′HZε = g′ε =

r∑
i=1

ni∑
j=1

gi, jεi, j, (10)

where g′ = d′HZ with g′ = (g1, . . . ,gr) where g′i = (gi,1, . . . ,gi,ni) = d′HZi for all i = 1, . . . ,r.
Notice that the random variable θ̃ is expressed as a linear combination of mutually independent
zero-mean random variables εi, j with known probability distributions.

Let cfεi, j(t) is the characteristic function (CF) of the random variable εi, j. Then the character-
istic function of the random variable θ̃, say cf θ̃(t), is given by

cf θ̃(t) =

r∏
i=1

ni∏
j=1

cfεi, j
(
gi, jt

)
, (11)

Then, the probability density function (PDF) and the cumulative distribution function (CDF)
of the random variable θ̃ can be evaluated by numerical inversion of its characteristic function
(11), and further, we can compute the required quantiles θ̃low and θ̃upp, see [4] and [5].

According to [2] (Theorem IV.4.1, page 129), if the model (3) is regular (i.e. rank(X) = k ≤ n,
rank([A,B]) = q ≤ k + p, rank(B) = p ≤ p, and Σ is positive definite matrix), then the best linear
unbiased estimator ϑ̂ of the vector parameter ϑ = (β′,γ′)′, introduced in (8), is given by
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ϑ̂ = h + HY =

−(X′Σ−1X
)−1

A′Q1,1

−Q2,1

c


+

I− (
X′Σ−1X

)−1
A′Q1,1A

−Q2,1A

(X′Σ−1X
)−1

X′Σ−1

Y , (12)

where (
Q1,1 Q1,2
Q2,1 Q2,2

)
=

A (
X′Σ−1X

)−1
A′ B

B′ 0

−1

. (13)

Hence, the required vector of coefficients g, specified in (10) and used in (11), is evaluated as

g′ = d′
I− (

X′Σ−1X
)−1

A′Q1,1A
−Q2,1A

(X′Σ−1X
)−1

X′Σ−1Z. (14)

4. Conclusions
Here we have presented a method to compute the exact distribution of the best linear unbiased
estimator (BLUE) of a linear combination of the unknown model parameters in linear models
with possible parameters constraints. This is important in measurement and metrology, where is
often necessary to consider different sources of measurement uncertainty, including the system-
atic errors or uncertainties determined by Type B evaluation. The presented approach specify
in details how to evaluate the characteristic function of the BLUE (shifted to zero mean) of the
scalar parameter of interest, which is expressed as a linear combination of independent random
variables with know probability distributions. For illustration of the approach see [3].
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Abstract. The aim of this work is to perform the electromagnetic nondestructive evaluation on 
conductive material using sweep frequency eddy current testing. The potential for this 
technique to be used for more complex defect detection is being investigated. Three types of 
eddy current probes are used to examine the three specimens with the presence of artificial 
notches. Gained signals are processed and discussed.  
Keywords: Sweep Frequency Eddy Current Testing, Material Inhomogeneities, Eddy-Current 
Probe, Harmonic Excitation, Lock-Inn Amplifier. 

1. Introduction 
Defects within the materials that are used in the field of industry are widespread. It is necessary 
to monitor the quality of the material at all manufacturing and services phases to manufacture 
defect-free products. In recent years, the need for precise crack and flaw evaluation while 
maintaining the material undamaged has given nondestructive evaluation worldwide 
prominence [1], [2]. One of the most used nondestructive testing methods for conductive 
materials is eddy current testing, ECT. This method is based on the phenomenon of 
electromagnetic induction in conductive material. A time-varying electric current drives the 
probe. Consequently, a time-varying electromagnetic field is formed around the current 
conductor. A time-varying field is produced in the conductive material when the coil is close 
to it. Eddy currents flow in closed loops through the material because of the induced EM field. 
It also generates a secondary electromagnetic field. This EM field opposes the coil's main EM 
field. The distribution of the current field in the material is disturbed by the presence of a defect 
in the material. The EM field generated by the eddy currents changes as a result and affect the 
primary EM field. The probe impedance will change as the EM field changes. Knowledge 
indicating the presence of a defect in the material can be gained by analyzing these changes [1], 
[2], [3]. The sweep frequency method, SFECT, is a variation of the conventional ECT approach. 
The principle is based on the generation of an excitation signal with harmonic frequencies that 
covers a wide frequency range. The excitation frequency varies within a given range while the 
probe is fixed at a specific point of interest [4]. As a result, this approach is particularly well 
suited to continuous and long-term product tracking. The SFECT method is used for various 
purposes, including evaluating the material's physical and electromagnetic properties, 
measuring coating thickness etc. [5], [6]. This approach has a great potential for nondestructive 
identification and evaluation of surface and near sub-surface defects. 

2. Experimental set-up 
This research work aims to verify the use of the sweep frequency eddy current method to detect 
defects of various geometry. Three different types of ECT probes are used for the measurement 
and investigation. Based on the measurements, we will select the most appropriate one for 
further examination.  
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Specimen Under Examination 
The measurement is performed on three conductive non-magnetic stainless steel AISI316L 
plates. The thickness of the plates is h=10mm, and the electric conductivity is σ = 1.35 MS/m-

1. Five artificially produced surface defects in the form of a cuboid were present on each plate, 
respectively. The electric discharge machining method was used to create artificial flaws. Plate 
defects come in a variety of dimensions. Each specimen contains five defects. Specimen No.1 
contains defects with the length of l = 10 mm, and the width of w = 0.25 mm, the same for each 
defect. The defect's depth varies from 1 mm to 9 mm with the step of 2 mm: d = 1, 3, 5, 7, and 
9 mm. The depth of defects of specimen No.2 is d = 5 mm, the width is w = 0.25 mm, and the 
length varies between l = 10, 15, 20, 25, and 30 mm. The defects on the third specimen vary in 
each direction (except the width parameter), simulating real defects. All dimensions of the third 
plate are summarized in Table 1. 
Table 1. Dimensions of defects of third material sample - specimen 

Dimensions  Defect n.1 Defect n.2 Defect n.3 Defect n.4 Defect n.5 

Depth [mm] 1 3 5 7 9 

Length [mm] 3 9 15 21 27 

Width [mm] 0.2 0.2 0.25 0.25 0.25 

Eddy Current Probes 
As previously mentioned, defects are evaluated by using three different probes. These ECT 
probes consist of two coils, transmitting (Tx) and receiving (Rx). The first test probe is coreless 
(air-core probe), and the measured inductances of its coils are LTx1 = 11 μH. and  
LRx1 = 4,7 μH. The measured inductances for the second probe, which has a ferrite core, are 
LTx2 = 25 μH. and LRx2 = 64 μH. The third coil is identical to the second coil, with the exception 
that it is covered by an aluminium shield. The dimensions of the coils are the same (see Fig. 1). 

 
Fig. 1. Configuration and dimensions of ECT probes: a) coreless probe, b) probe with ferrite core, c) probe 

with ferrite core and aluminium shield 

Measurement 
The sweep frequency method is based on the excitation of a signal within a given frequency 
interval. A frequency generator is needed, as well as the ability to generate signals in discrete 
steps. To detect the response signal, the digital lock-in amplifier is used (Signal Recovery 7280 
DSP). The generated harmonic signal has a frequency range of f = 1 kHz to f = 1.5 MHz, with 
a Δf = 10 kHz step. A period of T = 2 s is set as the sweep time for one frequency. The total 
period of one full-sweep measurement is T = 300 s. A value Upp = 0.1 V is the peak-to-peak 
amplitude of the excitation signal. The measuring and data-acquisition card with analog and 
digital inputs and outputs is used to link the Lock-in amplifier's output to a PC. The LabVIEW 
software is used for the processing of measured data. The observed single frequency signal is 
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acquired with parameters: S =10 ks/s and sampling frequency fs =10kHz. The algorithm is set 
up in such a way that, for each frequency, a suitable synchronization ensures that only the 
specified amount of data is obtained. The averaged sample values for the real and imaginary 
components of the induced voltage are saved in specific files. The resulting values are plotted 
in the form of graphs after math post-processing. These graphs are performed by use of 
MATLAB software.  

Experimental Results 
In this section, the measured values are presented and discussed. All the experiments were 
performed under the same conditions as described in this article. The measurements were 
performed in three different probe positions. Probe in the air, reference measurement of probe 
over defect-free material, and the probe above the defect. The probe above the defect was 
located axially symmetrically to the center of the defect. Lift-off of the probe above the material 
and above the defect was set to lf = 0.5 mm. The value of the measured voltage on the probe 
above the defects was subtracted from the value of the measured voltage in the air. The value 
ΔU was then normalized to the coil in the air. From the normalized values, the absolute value 
is calculated (|ΔU|), and the resulting values are plotted in graphs (see Fig. 2, Fig. 3, Fig. 4). 

 
Fig. 2. Experiment results: Probe No.2, Specimen No. 1, different depth of the defects. 

 
Fig. 3. Experiment results: Probe No.2, Specimen No. 2, different length of the defects. 
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Fig. 4. Experiment results: Probe No.2, Specimen No. 3, the different depth, and length of the defects. 

Individual curves are well-differentiated, as seen in the graphs. It means that by use of the 
SFECT method, it is possible to recognize different defect geometry.  

4. Discussion 
This work aimed to verify the use of the sweep frequency eddy current method to detect defects 
of various sizes. By comparing the results, we found that a probe with a ferrite core has the 
highest sensitivity, and thus this one brought results with the highest information content. 
Another result was that the defect's dimension has a correlation with the signal in the resonant 
frequency area. These novel findings shed light on how the SFECT with fixed sensors could be 
used to evaluate cracks. Further work will be focused on the investigation of real stress-
corrosion and fatigue cracks. 
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Abstract. Bi-doped calcium aluminosilicate glass materials (CAS), with the concentration of 
Bi3+ ions 0.5, 1.0 and 3.0 mol %, were prepared by conventional melting. The basic 
properties and thermal behavior were studied by X-ray diffraction (XRD), He-pycnometry, 
X_Ray Fluorescence (XRF) and differential thermal analysis (DTA). XRD analysis showed 
the presence of crystalline gehlenite traces in samples with the highest Bi content. 
Crystallization of gehlenite in all prepared samples and crystallization of Bi2O3 in case of 
samples with 1 and 3 mol.% Bi3+ content was observed by a combination of DTA and XRD 
analysis. The increasing ability to crystallize was correlated with the increasing Bi content in 
the samples. 
Keywords: Bi-Doped Silicates, Gehlenite, Conventional Melting Method 

1. Introduction 
Gehlenite (2CaO-Al2O3-SiO2), which belongs to the melilite silicates, has been intensively 
studied as a suitable host for optically active ions, mainly rare-earth (RE) elements [1]. The 
sharp increase in the prices of RE as well as their limited raw material resources threatens the 
production of inorganic phosphors. Bi-doped oxide glasses are therefore of significant interest 
because they exhibit luminescence both in the ultraviolet-visible and near-infrared wavelength 
range [2, 3]. Nowadays, Bi-doped materials have been intensively researched and find 
potential applications in different areas (e.g. medicine, and optical communication systems) 
[4, 5]. 
For possible applications, it is essential to study the thermal behavior of these glasses. 
Differential scanning calorimetry (DSC) and DTA are commonly used to study the thermal 
properties of the studied system [3, 6]. XRD and scanning electron microscopy are commonly 
used methods to supplement the results of thermal analysis, to obtain more accurate 
information about thermal properties [7, 8]. The thermal properties of oxide glasses depend 
on various parameters: glass composition [9, 10], glass preparation condition [11], presence 
of dopant(s) [6], the particle size of glasses [12]. In this work, we investigated the basic 
properties and thermal properties of Bi-doped gehlenite glasses prepared by conventional 
melting. 

2. Subject and Method  
Bi-doped gehlenite glasses were prepared by mixing powdered oxides (Al2O3, SiO2, Bi2O3) 
and CaCO3 of analytical grade purity. Table 1 summarizes the nominal compositions of the 
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prepared glasses. The glasses were melted for 2-3 h at 1600 °C in the Pt-20%Rh crucible in a 
super-kanthal furnace in an ambient atmosphere. During the preparation, the melts were 
poured onto a stainless-steel plate. For further analysis, the prepared pieces of samples were 
crushed, ground, and then sieved through a 32 μm sieve. The density of prepared bulk glass 
was measured by He-pycnometry (QuantachromeUltrapyc 1200e). 

Table 1. The nominal composition of the prepared powder precursors and the chemical compositions of 
prepared systems. 

Sample 
Nominal composition [mol.%] Chemical composition (XRF) [mol.%] 

SiO2 Al2O3 CaO Bi2O3 SiO2 Al2O3 CaO Bi2O3 

GBi0.5 24.87 24.87 49.76 0.50 23.2±0.2 26.0±0.1 50.8±0.2 0.10±0.01 

GBi1.0 24.75 24.75 49.50 1.00 23.3±0.2 26.1±0.1 50.4±0.2 0.26±0.01 

GBi3.0 24.25 24.25 48.50 3.00 23.0±0.2 25.9±0.1 50.1±0.2 0.96±0.02 

Mastersizer 2000 (Malvern Instruments) instrument was used to check the diameter size 
distribution after grinding and sieving. The chemical compositions of prepared samples were 
determined by XRF (ARL 9400 XP spectrometer, Thermo ARL). Intensities of elements were 
converted to concentrations using semiquantitative non-standard software UniQuant 4. XRD 
analysis was used to verify the amorphous (glassy) nature of prepared samples and to 
determine the phase composition of the crystallized samples after DTA analysis. Diffraction 
analysis was performed using a powder diffractometer Panalytical Empyrean (CuKα 
radiation, at ambient temperature in the 2θ range 10-80°). The basic thermal characteristics of 
prepared glasses (glass transition temperature – Tg, the onset of crystallization temperature – 
Tx and the peak temperature of crystallization – Tp) were estimated from the DTA records. 
DTA analysis was carried out in the temperature range 30 – 1200 °C, heating rates 2°C.min-1 
and 10°C.min-1, and in a nitrogen atmosphere, with the use of simultaneous Netzsch STA 449 
F1 Jupiter thermal analyzer in TG / DTA mode. The measured DTA records were evaluated 
by Netzsch Proteus Thermal Analysis Version 6.0.0 program.  

3. Results  
The density of prepared glasses ranged in the interval 2.9092 to 3.0192 ± 0.0005 g.cm-3 and 
increases with the increase of the Bi content (Fig. 1). Particle size measurement results of 
screened fractions ≥32 μm (intended for thermal analysis and XRF analysis) show very fine 
monomodal distribution with Span values in the interval 1.7-2.0. The major portion of these 
samples (50 vol.%) was created by particles with a diameter from 19.2±0.6 μm (sample 
GBi3.0) to 24.4±0.5 μm (sample GBi0.5). The results of XRF analysis show only negligible 
differences between the theoretical and real composition of prepared glasses (Table 1). XRD 
analysis confirmed that the GBi0.5 and GBi1.0 samples are X-ray amorphous (without 
discrete diffraction maxima and a broad band in the 2 θ range 24°-36°). In the case of GBi3.0 
samples, the XRD patterns contained low-intensity diffractions of crystalline gehlenite 
(Fig. 2). In all DTA curves (measured at both heating rates 2 and 10°C.min-1), an exothermic 
effect in the temperature interval 910-982°C was observed. A similar exothermic effect 
corresponding to the crystallization of the gehlenite phase was observed in work [6]. 
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Fig. 1. Density of prepared Bi doped glasses. 

  
Fig. 2. XRD patterns of the Bi doped glasses. Fig. 3. XRD patterns of the studied system after 

DTA analysis (10 °C.min-1). 

Whereas the XRD patterns of samples GBi0.5 and GBi1.0 after DTA analysis measured at a 
heating rate of 10°C.min-1 contains only the gehlenite phase (01-074-164 COD), the XRD 
pattern of sample GBi3.0 measured at the same conditions also contains Bi2O3 (00-027-0052 
COD) phase (Fig. 3). Also, XRD patterns of the GBi1.0 sample measured at the heating rate 
of 2°C.min-1 contains both gehlenite (as major phase) and traces of Bi2O3. Based on these 
findings, it can be concluded that the observed exothermic effect can be attributed to the 
crystallization of gehlenite and a slow (more time-consumable) crystallization of Bi2O3. The 
characteristic temperatures of prepared glasses (for both heating rates) are summarized in 
Table 2. Significant reduction of the characteristic temperatures was observed in the DTA 
curves of GBi3.0 glass with the highest content of Bi dopant, which could indicate a role of 
Bi3+ cation as a nucleating agent. A similar decrease of Tg and Tp temperatures was observed 
by Reddy et al. in the case of Bi-doped melilite glasses and by Maleczki et al. in the case of 
gehlenite glasses doped with Co2+, Eu3+ and Th4+ [6, 7]. Also, in the GBi3.0 sample, the 
presence of traces of the gehlenite crystalline phase could serve as crystallization centers and 
accelerate crystallization. However, to confirm these assumptions and for a more detailed 
examination of the crystallization mechanism, additional isothermal experiments in 
combination with XRD, high-temperature XRD, and DTA analysis will be necessary. 

Table 2. Characteristic temperatures of studied glasses from DTA determined at 10 °C.min-1 and 2 °C.min-1 
(glass transition temperature – Tg, the onset of crystallization temperature – Tx and the peak 
temperature of crystallization – Tp). 

Sample 
10 °C.min-1 2 °C.min-1 
Tg [°C] Tx [°C] Tp [°C] Tg [°C] Tx [°C] Tp [°C] 

GBi0.5 858±3 963±3 982±3 836±3 935±3 953±3 
GBi1.0 852±3 954±3 975±3 823±3 921±3 943±3 
GBi3.0 838±3 918±3 925±3 815±3 889±3 910±3 
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4. Conclusions 
Three Bi-doped glasses of gehlenite composition were prepared by the conventional melting 
method. For the study of thermal behavior, finely powdered glasses (the powder particle size 
ranging between 19-24 ± 0.6 μm) were used. The measured density values of prepared glasses 
range from 2.9092 to 3.0192 ± 0.0005 g.cm-3. The density of all prepared samples increases 
with the increase of the Bi content. The effect of Bi addition was also reflected in the thermal 
behavior of prepared samples, while the increase of Bi content was correlated with the 
decrease of the characteristic crystallization peak temperatures. The role of Bi as a nucleating 
agent during the crystallization of the glasses will be further investigated. 
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Abstract. The results of experimental research concerning a dependence of light flickering on 
voltage fluctuations were presented in the paper. The research was realized on a design 
measuring position that included the examined light source, a voltage generator with 
amplitude modulation supplying the light source with control software, and a positioning 
system of the observer regarding the observed surface. The research results, permitting us to 
formulate a conclusion concerning the description of the influence of the flicker intensity for a 
number of correctly recognized optotypes for selected light sources, were described in the 
paper. An application in the form of a virtual instrument dedicated to determining the values 
of measurement errors was developed for the purpose of measurement inaccuracy evaluation 
during the counting of optotypes.  
Keywords: Voltage Fluctuation, Flicker, Optotype, Virtual Instrument 

1. Introduction 
Voltage fluctuations affect the operation of powered loads. Light sources are particularly 
susceptible to such fluctuations. Flicker is caused by voltage fluctuations. Flicker is a 
sensation of instability in visual perception caused by a light beam Φ whose luminance or 
spectral distribution changes over time [1]. Depending on the variability and type of light 
source, flicker can be sensible and visible. Visual perception is a complex process composed 
of the following stages: voltage fluctuations–light source–eye–brain. The intensity of 
observed flicker depends on the type of light source and on the construction parameters. The 
results of long-term research point to the fact that different optical radiation sources behave 
differently at the same values of voltage fluctuations. The effect of light flicker on the 
observer is a complex process depending on the individual features and the condition of the 
observer [2], [3]. Available publications describe research dedicated exclusively to a selected 
source of optical radiation or for the relatively limited frequency range of modulating signal 
variation. 
This publication presents the results of a laboratory study concerning the relationship of the 
visual intensity of flickering light and the number of correctly counted optotypes. The 
following light sources were used in the study: halogen lamps, so-called energy saving 
fluorescent lamps of different manufacturers, and, for comparison purposes, incandescent.  
The research results obtained for those light sources allow us to evaluate the effect of 
modulation depth and the colour of the illuminated surface onto the number of Landolt rings 
correctly counted by the test participants. The results made it possible to determine the error 
values between the values counted during the study and the correct number of optotypes. To 
determine those values, a virtual measurement instrument was designed. 
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2. Experimental Research 
The research was conducted in a designed measurement system shown in Fig.1., which 
included the tested light source, a voltage generator of amplitude modulation supplying the 
light source, and a system of positioning the observer in relation to the observed surface 
illuminated with the tested light source. 

 
Fig. 1. Block diagram of the measurement system to examine flicker severity 

The results of the work of many authors on the study of the effects of light flicker on the 
observer prove that the in the ∆U/U=f(fm) characteristic – where ∆U/U means the modulation 
depth, and fm is the modulation frequency – there are three local minima and a supremum for 
the value fm = 8,8 Hz. It was decided, therefore, to perform the measurements for a sinusoidal 
signal with an rms value of 230 V, amplitude modulated with a sinusoidal signal with a 
frequency of 8,8 Hz. The research was done for three constant values of the amplitudes of the 
sinusoidal modulating signal ∆U, equal, respectively, to 0.5 V, 4 V and 10 V. The purpose of 
the research was to find a relationship between the intensity of flicker caused by the 
fluctuations in voltage supplying the light source and the number of errors made when the 
optotypes – Landolt rings placed in charts of different colours – were counted. Fig. 2 presents 
examples of test charts with the optotypes used in the measurements. 

 
Fig. 2. Test charts used in measurements. 

The designed charts (Fig. 2) contain 156 Landolt rings, equally spaced and of equal size. The 
arrangement of rings was designed randomly. It was done so in order to improve the research 
reliability – the test person could not memorize the number of rings in the next measurements. 
The tests were conducted in a cyclic manner, i.e., after the first measurement series, for 
example, the examined incandescent source, the amplitude of modulating signal ∆U=4 V, red 
sheet, counted ring in position , the test person went to rest. Then another person started the 
test. The purpose of such a measurement method was to eliminate an adverse effect of fatigue 
shown in the test persons. The number of errors made by the observers was measured for all 
the examined sources of optical radiation. For example, Fig. 3a and Fig. 3b present the 
measurement results for a halogen source and for modulating signal amplitudes equal to 
∆U=0.5 V and ∆U =10 V. 
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a) b) 

  

Fig. 3. The number of counted rings for a) ∆U=0.5 V and b) ∆U=10 V – halogen source. 

3. Virtual Instrument 
In practice, virtual measuring instruments are often used to determine the values of 
measurement errors. Examples of such instruments are presented in works [4], [5]. To 
evaluate measurement inaccuracy during optotype counting, a program in the form of a virtual 
instrument has been developed for the determination of measurement errors.  
The application designed in the LabVIEW environment consists of three separate stages. At 
each of these stages, a certain parameter must be selected. During the first stage, called the 
data input stage, the sex and age of the person participating in the experiment is selected. The 
element of the chart with the number zero is the sex of the person performing the test: a 
woman is assigned value 1, a man– value 0. Another element of the chart, number one, 
corresponds to the age of the test person, which can be set in the appropriate field of the 
program. A green light on informs the program user that a given window is active.  
After selecting the sex and the age of the test person, the entered data should be confirmed by 
pressing the indicator button "confirm". Then, the program proceeds to the second stage 
called experiment setup; the application user is informed about that by the green indicator 
light on. The indicator from the first stage is deactivated. At this point, it is necessary to select 
further elements. Chart element number 2 concerns the selection of the special location of 
Landolt rings. The following values: 0 − , 1 − , 2 − , 3 −  were assigned to the 
appropriate positions of rings. Chart element number 3 is the colour of the illuminated 
surface. The following values were assumed for this criterion: 0 – blue, 1 – yellow, 2 – green, 
and 3 – red. At the stage of experiment setup, it is necessary to enter the fourth chart element, 
the amplitude of modulating signal. Three possible values, which may be modified in the 
designed application, were entered for this element. The value 0 corresponds to the amplitude 
∆U equal to 0.5 V; value 1 to ∆U = 4 V; and value 2 to ∆U = 10 V. Entering the above-
described data completes the experiment setup stage. Then, all the data necessary to perform 
the experiment have been entered into the designed application. The experiment involves 
counting the number of Landolt rings for complex initial conditions: the spatial position of 
rings, the colour of the illuminated surface and the modulating signal amplitude. 
The setup stage is followed by a measurement experiment, which determines the relationship 
between flicker vision intensity and the number of correctly counted optotypes. After that 
experiment, in stage three, called "results", it is necessary to enter the number of counted 
optotypes and confirm the entered data by pressing the "confirm" indicator light.  
Then, the value of relative error is determined and displayed in the "relative error value" 
indicator. Fig. 4 shows the display of the virtual instrument panel. The active state of the 
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window is indicated by the diode on in the top right corner during each of the experimental 
stages. 

 
Fig. 4. The panel of the designed virtual instrument. 

After each research stage, the results obtained by particular individuals are saved in a text file. 
Then the results are transferred to an Excel spreadsheet. The compiled file allows the 
recording of the measurement results. After performing the measurements for all the 
participants, for all the measurement series, it is possible to develop summaries according to 
an arbitrary criterion. 

4. Conclusions 
The paper presents the experimental results of a study on flicker severity of selected optical 
radiation sources. The measurements were performed for modulation frequency fm equal to 
8.8 Hz, for which the flicker is particularly severe for the human eye. The relationship 
between flicker vision intensity and the number of correctly counted optotypes was 
determined. With the obtained measurement results, it was possible to evaluate how the 
modulation depth and the colour of the illuminated surface influenced the number of Landolt 
rings correctly counted by the experiment participants. This evaluation allows the 
determination of error values between the values counted during the measurement and the 
correct number of optotypes. The virtual instrument presented in the paper was designed for 
the purpose of determining the values of those errors. 
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Abstract. The paper presents the test results of the flickermeters installed in AMI energy meters.
The research involved modulation of the sinusoidal voltage amplitude with a rectangular signal.
The frequency of the modulating signal was being preset from 0.17 Hz to 126 Hz. It has been
shown that testing within the properly selected frequency range of the modulating signal is
crucial in assessing the quality of a flickermeter implementation.
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1. Introduction
Voltage fluctuations are common disturbances in the power grids. The Pst indicator is used to
evaluate the effects of voltage fluctuation. It is measured by a flickermeter. The flickermeter
principle operation and design requirements are defined in standard IEC 61000-4-15 [1]. The
flickermeter signal chain is so complex that to describe its operation it is necessary to use char-
acteristics connecting the Pst indicator with the input voltage with a specific variability [2, 3].
Most often, the fluctuations are recreated by amplitude modulation with a square signal without
the attenuated carrier wave. Such recreated voltage fluctuations can be described as:

u(t) =
√

2Uc cos(2π fct)
[

1+
1
2

(
∆U
U

)
sign{cos(2π fmt)}

]
, (1)

where: Uc – rms voltage value, fc – power frequency (carrier frequency),
(

∆U
U

)
– modulation

depth, fm – frequency of the modulating signal.
The basic characteristic used to describe the flickermeter operation are the dependence of

the Pst indicator on the modulating signal frequency fm for
(

∆U
U

)
= const and the dependence(

∆U
U

)
= f( fm,Pst = const). Table 1 shows the set of seven points of the characteristic for Pst = 1

(presented in [1]) allowing testing flickermeter. The set is limited to fm ≤ 33.3(3)Hz. This is
an unjustified limitation, because the characteristic Pst = f( fm) for the sinusoidal voltage in the
power grid contains the fm up to the value of approx. 3 fc ≈ 150Hz.

Figure 1 presents the characteristic
(

∆U
U

)
= f( fm,Pst = 1) (with the marked points from Ta-

ble 1) and the characteristic Pst = f
(

fm, fc = 50Hz,
(

∆U
U

)
= 0.2805%

)
. The scale of the hori-

zontal axis is log-linear for better clarity of characteristics.
The characteristics from Figure 1 confirm that the local extremes of the Pst indicator are

present for fm > fc. This means that flicker severity can be caused by voltage variation for
fm > fc. It is worth noting, that for such voltage variation the flicker frequency is smaller than fc.

Table 1: The set of points of the characteristic
(

∆U
U

)
= f( fm,Pst = 1) from [1]

No. 1 2 3 4 5 6 7 ( fc = 50Hz)
fm [Hz] 0.0083(3) 0.016(6) 0.0583(3) 0.325 0.916(6) 13.5 33.3(3)(
∆U
U

)
[%] 2.715 2.191 1.45 0.894 0.722 0.407 2.343
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Fig. 1: The characteristic
(

∆U
U

)
= f( fm,Pst = 1) (with marked points from Table 1) and the characteristic

Pst = f
(

fm, fc = 50Hz,
(

∆U
U

)
= 0.2805%

)
.

Including fact that the flicker severity can occur for fm > fc, the flickermeter testing should con-
sider the appropriate frequency range of the modulating signal. The testing can be performed
by setting the values according to the dependence Pst = f

(
fm,

(
∆U
U

)
Pst=const

)
for the assumed

value of the Pst indicator. For such testing conditions, the Pst measurement result should be
constant and consistent with the conditions of the given voltage variation. The differences be-
tween the measurement results and the adopted Pst value allow determining the flickermeter
signal chain implementation imperfections. A separate problem is the insufficient efficiency of
the Pst indicator in the voltage variation severity assessment as well as the Pst indicator limited
diagnostic capabilities. It is a measure that estimates the flicker severity for a specific type of
light source (incandescent bulb 60W). Therefore, there are also alternative measures of volt-
age fluctuations considering the voltage variation and allowing identification of disturbance
loads [4, 5, 6, 7, 8, 9].

Flickermeters that comply with [1] are usually implemented in the following devices: power
quality analyzers, energy meters (the most common in use) and (software) simulators. More
and more of the available AMI energy meters have built-in power quality functionalities. Power
quality analyzers are considered the reference power quality parameter meters while AMI en-
ergy meters are treated as auxiliary power quality parameter meters. However, the still develop-
ment (qualitative and quantitative) of AMI energy meters makes them very important diagnostic
information sources (including the information about voltage fluctuations) results in the neces-
sity to carry out metrological research of energy meters (including the implemented flickermeter
in energy meters).

The paper presents the results of laboratory tests of three AMI energy meters with built-in
flickermeters. The power quality analyzer [10] measurements also were performed to verify the
correctness of the voltage fluctuation generation.

2. Laboratory Tests of Energy Meters With Built-in Flickermeters
The studies of three energy meters with built-in flickermeters were carried out in the circuit
presented in Figure 2. Nine AMI energy meters were used for measurements (i.e. three units
from three different types of meters) to obtain representative test results. Single-phase voltage
(1) was applied to the three phase-voltage measurement inputs. Nine Pst measurement results
were obtained for each type of meter as a result. The simple statistical operations (determin-
ing of maximum, minimum and median values) were performed for obtained measurement
results. The voltage (1) was generated according to the dependence

(
∆U
U

)
= f( fm,Pst = const)

for Pst = 1 and 10. This allowed for the experimental determination of the characteristic Pst =
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Fig. 2: The diagram of the testing circuit for AMI energy meters; PQA – power quality analyzer, EM1 –
energy meter no. 1, EM2 – energy meter no. 2, EM3 – energy meter no. 3, PA – power amplifier, AWG
– arbitrary waveform generator.

Fig. 3: Measurement results of Pst = f
(

fm,
(

∆U
U

)
Pst=1 , fc = 50Hz

)
for energy meters EM1-EM3 and the

power quality analyzer (red circles).

f
(

fm,
(

∆U
U

)
Pst=const

)
. Figure 3 shows the test results for three types of energy meters (EM1-

EM3) with marked maximum and minimum values. The lines in Figure 3 connect the median
values. The measurement results of the power quality analyzer are marked with red circles.

The power quality analyzer measurement results coincide with the line for Pst = 1 (Figure 3).
This confirms the correctness of the voltage fluctuations generation. The measurement results
are consistent with the adopted value of Pst = 1 for fm < 10Hz for the three energy meters.
There are discrepancies for higher fm values. It is especially visible for energy meter EM1
– the difference between the measurement results and the adopted value for some fm values
exceeds 0.2. For EM3 it can be noticed that for three fm values there is a greater difference than
for the other measuring points.

Figure 4 presents the measurement results for Pst = 10. The measurement results of the power

Fig. 4: Measurement results of Pst = f
(

fm,
(

∆U
U

)
Pst=10 , fc = 50Hz

)
for energy meters EM1-EM3 and the

power quality analyzer (red circles).
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quality analyzer from Figure 4 coincide with the line for Pst = 10. There is a greater discrepancy
in the measurement results compared to Figure 3. It is difficult to indicate the fm frequency range
in which the three types of energy meters are consistent with the adopted value of Pst = 10. The
best agreement is for the EM3 – the shape of Pst = f

(
fm,

(
∆U
U

)
Pst=10

)
is similar to the shape of

Pst = f
(

fm,
(

∆U
U

)
Pst=1

)
. For EM2 the agreement can be found at fm > 0.1Hz. For fm < 0.1Hz,

the Pst measurement result decreases with the decrease of the fm values. It is most difficult to
describe the dependence of the Pst indicator measurement result on the fm frequency for the
EM1. For fm < 20Hz, a trend is visible in which the Pst value decreases with an increasing fm.
For fm > 20Hz, the dependence of Pst indicator on the fm frequency is non-monotonic. It should
be noticed that for the EM1, regardless of the adopted Pst value, there is a large dispersion of
the measurement results for fm > 20Hz.

3. Conclusions
AMI energy meters are advanced measuring and recording systems. Some of them have built-in
power quality assessment functionalities, including the IEC 61000-4-15 compliant flickerme-
ter. Flickermeter testing is a complex procedure requiring the use of appropriate testing signals.
The common voltage fluctuation model for testing flickermeter is the amplitude modulated sinu-
soidal voltage by a square signal. The test involves setting modulation parameters (the frequency
of the modulating signal fm and the modulation depth

(
∆U
U

)
) and comparing the Pst measure-

ment results with reference values. The paper assumes the modulation parameters that allow
construction of the characteristic Pst = f

(
fm,

(
∆U
U

)
Pst=const

)
. The tests were carried out over the

full fm frequency range in which there is a significant variation in the Pst indicator.
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[5] Wiczyński, G. (2009). Voltage-fluctuation-based identification of noxious loads in power

network. IEEE Transactions on Instrumentation and Measurement, 58(8), 2893–2898.
[6] Michalski, M. (2018). Introductory results of tests of algorithms for recreation of voltage

variation with voltage fluctuation indices. In: Proceedings of 18th ICHQP. Ljubljana, 1–5.
[7] Kuwałek, P. (2020)a. Increase of diagnostic capabilities of voltage fluctuation indicies. In:

Proceedings of 19th ICHQP. Dubai, 1–6.
[8] Kuwałek, P. (2020)b. AM modulation signal estimation allowing further research on

sources of voltage fluctuations. IEEE Trans. Ind. Electron. 67(8), 6937–6945.
[9] Kuwałek, P. (2021). Estimation of parameters associated with individual sources of volt-

age fluctuations. IEEE Transactions on Power Delivery, 36(1), 351–361.
[10] (2011). Power quality analyser PQ-Box 100 (Manual). A. Eberle GmbH & Co. KG.

MEASUREMENT 2021, Proceedings of the 13th International Conference, Smolenice, Slovakia

43



Description of Voltage Variation in Power Grids on the Basis of Voltage
Fluctuation Indices

Grzegorz Wiczyński
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Abstract. The paper describes voltage variation based on voltage fluctuation indices. The pre-
sented example of voltage variation analysis makes use of the results of measurements recorded
in the LV power grid. As a result of the analysis, the information on voltage changes related
to the occurrence of Pst > 0.8 has been obtained. Their f rate and δU magnitude have been
determined, making it possible to estimate the parameters of the voltage variation source.
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1. Introduction
build our knowledge about the voltage fluctuations that cause the obnoxious flicker. The as-
sessment of flicker obnoxiousness is most commonly based on the Pst indicator. It is a measure
aimed at assessing the effects of voltage fluctuation but not describing voltage variation. Since it
is characterized by low diagnostic capabilities, other measures are also used to describe voltage
variation. Frequently used are the maximum and minimum values (determined based on rms
voltage refreshed each half-cycle) and the voltage fluctuation indices [1]. It should be noted that
the voltage fluctuation indices are still under development [2] and new methods for obtaining
voltage variation information [3, 4, 5, 6] are being proposed. Therefore, one should expect an
increase in the diagnostic capabilities of these measures. The paper presents an example of us-
ing the maximum and minimum values and voltage fluctuation indices to describe the voltage
variation. The results of measurements recorded in the LV power grid have been selected for the
analysis. The selected data do not have any features that would facilitate the analysis process.
In many cases, when the real power grids are tested, there are measurement results are obtained
that do not facilitate the diagnostic process.

2. Flicker Severity Assessment
The measurement results for the analysis have been recorded in the circuit which simplified
structure has been shown in Figure 1. In order to assess the obnoxiousness of the voltage fluc-
tuation, the Pst indicator for phase voltages has been used. The measurement results in Figure 2
have been presented in the form of a time waveforms and a histogram.

The time waveforms of Pst = f(t) and the histogram imply that Pst > 1 exists in three phases.
However, the most severity voltage fluctuations occur in the phase marked L1. Therefore, in fur-
ther analysis, this phase has been considered. During the measurements, simultaneous records
of the following values have been made: voltages (including the Umax maximum values, the
Uavg average values, and the Umin minimum values of phase voltages) at points P0 and P1 and
currents (including the Imax maximum values and the Iavg average values of phase currents) at

Fig. 1: Scheme of the analyzed power grid.
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Fig. 2: Pst = f(t) time waveforms and D = f(Pst) histogram for phase voltages at point P1 (recording
interval 10min).

Fig. 3: Pst = f
(
Iavg

)
, Pst = f(Imax− Imin) and (Umax−Umin) = f

(
Imax− Iavg

)
characteristics for currents

at point P0 and phase voltages at point P1 (recording intervals 10min).

point P0. Unfortunately, the currents at point P1 have not been recorded. Taking into account
the available data, an attempt has been made to define the voltage variation parameters in con-
junction with the flicker severity. Figure 3 presents the dependency of the Pst indicator and the
difference (Umax−Umin) at point P1 on the I current and the difference (Imax− Iavg) at point P0.

Visual analysis of the Figure 3 characteristics allows for the following conclusions: a) there is
no connection between the flicker severity at point P1 and the average value of the current Iavg
at point P0; b) for Pst < 0.8 there is a visible increase of flicker severity at point P1 associated
with an increase in the difference of currents

(
Imax− Iavg

)
at point P0, for Pst ≥ 0.8 there is no

visible relationship; c) the increase of the voltage difference (Umax−Umin) at point P1 is related
to the increase of the current difference

(
Imax− Iavg

)
at point P0.

3. Description of Voltage Variation
The characteristics from Fig 3 have not provided explicit diagnostic information. On their basis
it can be assumed that for Pst > 0.8 the value of this indicator is influenced by the values which
are not included in Figure 3. A more precise description of voltage variation requires the use
of voltage fluctuation indices [7]. The results obtained with this measure consist of a set of δU
magnitude and f rates of fluctuation. The values of these indices are derived from the detected
voltage changes δV . Figure 4 shows the Pst = f( f1.0−0.4), Pst = f(δU) and δU = f( f1.0−0.4)) for
the voltage at P1. The f1.0−0.4 symbol means that when determining the f rate, the δV voltage
changes within the range 〈δU,0.4δU) have been taken into account.

The characteristics from Figure 4 provide direct information about the voltage fluctuation in-
ducing an elevated flicker severity. The characteristic δU = f( f1.0−0.4) shows the measurement
points located above the permissible voltage fluctuation borderline (PVFB). Most of these points
are concentrated along the line δU = 3.5% for the rate values of f1.0−0.4 from 0.3cpm to 30cpm.
This is consistent with the distribution of the measurement points on the Pst = f( f1.0−0.4) and
Pst = f(δU) characteristics.
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Fig. 4: Pst = f( f1.0−0.4), Pst = f(δU) and δU = f( f1.0−0.4) for voltage at point P1 (recording intervals
10min).

Fig. 5: δU = f(∆U) characteristics with a marked line that meets the δU = ∆U condition and the D =
f(δV ) histogram for recording intervals meeting the Pst > 0.8 condition; measurement results at point
P1 for 1min recording intervals in the TW time horizon (from Figure 2).

For an in-depth description of the voltage changes Figure 5 consist of two characteristics.
The time horizon of the presented data was limited to 6 hours (period TW from Figure 2). Fig-
ure 5a shows the δU = f(∆U) characteristic with the marked line which satisfies the condition
δU = ∆U . The dispersion of points on this characteristic indicates a complex voltage fluctua-
tion structure. The structure of voltage variation cannot be determined from the δU magnitude
alone. In order to broaden the knowledge about obnoxious voltage fluctuations on the basis
of the δU and f indicators, the δV voltage changes have been recreated. Data recorded every
1min and the rates of fluctuations counted in seven ranges ( f1.0−0.9, f0.9−0.8, f0.8−0.7, f0.7−0.6,
f0.6−0.5, f0.5−0.4 and f0.4−0.0) have been used for the reconstruction. Figure 5b presents the his-
togram of δV voltage changes for the recording intervals in which the Pst > 0.8.

The D = f(δV ) histogram has provided the information about the structure of voltage varia-
tion. Two local extremes are visible in this histogram. Taking into account the shape of the his-
togram, two δV magnitude ranges have been marked: δV1 =(2.9%,3.6%〉 and δV2 =(1.7%,2.9%〉.
For these δV ranges, based on the voltage fluctuation indices, the rates f1 for δV1 and f2 for
δV2 have been reconstructed. Time waveforms for f1 = f(t) and f2 = f(t) against the Pst = f(t)
waveform have been shown in Figure 6.

The analysis of the time waveforms from Figure 6 leads to the following conclusions: a) Pst >
1.1 is related to the voltage changes δV1 = (2.9%,3.6%〉; b) Pst > 0.8 is associated with the volt-
age changes δV2 = (1.7%,2.9%〉 (with or without δV1); c) the longest continuous occurrence of
the δV1 = (2.9%,3.6%〉 voltage changes has been found in period T1, during this time horizon,
the f1 and f2 rates change; d) rates f1 and f2 of the occurrences of δV1 and δV2 voltage changes
are from 1cpm to 7cpm.
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Fig. 6: Time waveforms of Pst = f(t) (recording intervals 10min), f1 = f(t) and f2 = f(t) (recording
intervals 1min) over TW time period (from Figure 2) at point P1.

4. Conclusions
The paper presents an example of a description of voltage variation based on voltage fluctuation
indices. For the examplary voltage fluctuation analysis, the results of measurements recorded
in the LV power grid have been selected. This data is not characterized by specific information
facilitating the location of the disturbing load. For example, no relationship has been observed
between the flicker severity and the voltage variation expressed by the difference (Umax−Umin)
and the current variability expressed by the difference

(
Imax− Iavg

)
. As a result of the presented

analysis of voltage fluctuation indices, information about δV voltage changes related to the
occurrence of Pst > 0.8 has been obtained. The knowledge of the f1 and f2 rates makes it
possible to estimate the frequency of changes in the state of the obnoxious load. In turn, the
position of δV1 and δV2 voltage changes on the timeline informs when the load searched for is
active. The values of δV1 and dV2, with the knowledge of the supply line parameters, make it
possible to estimate the variability of the current which causes the voltage changes.
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Abstract. The article deals with measuring the radiation characteristics of the antenna system 
in conditions of very high electromagnetic fields and the presence of other interfering signals. 
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1. Introduction 
Transmitters that are terminated by antenna systems (AS) are used for the terrestrial 
transmission of analog or digital signals. In order to make the transmission range as large as 
possible, ASs are mounted on tall objects - buildings, mono pipes, etc. There can be many such 
ASs on one object. After installing the antenna system, when verifying its functionality, it is 
necessary to measure its basic property - the radiation characteristic when replacing it. 
Measurement is problematic [1] because the measuring device must be installed on a 
quadcopter. It must be selectively sensitive to the measured frequency band and resistant to 
radiation of other systems installed nearby. 

2. Subject and Methods 
As mentioned before, the antenna array's radiation pattern and electrical characteristics may be 
changed when a sudden failure occurs. These changes can usually be identified by field 
receiving probe or by high-frequency measurement on feeder lines of each element / antenna 
of antenna system. Monitoring individual elements is usually not possible if the AS has a 
common branched transmission line.  
Therefore, direct measurement of faulty elements from the main feeder is not possible on the 
power supply. The most promising and versatile method to confirm radiation pattern and detect 
faulty elements is by direct measurement of radiation pattern somewhere near the antenna 
system. 
Electromagnetic field professional strength meter and spectrum analyzer Promax HD Ranger 
3 [2] has been chosen to evaluate this method, as it is portable and can measure/record all 
required frequencies. The instrument is capable to measure in most of the digital standards, 
such as DBV-T, DAB, DAB+, LTE, GPS, WiFi and many other satellite/terrestrial services, 
and it can perform various analysis like merogram, spectrogram, etc. The instrument was 
equipped with an external receiving antenna and external GPS module [3], to be able to capture 
the position in flight. Measurement was realized by Promax analyzer, fixed on a drone. Then 
the unit proceeded in measuring the strength of the electromagnetic (EM) field of a single 
frequency. The drone was flying around the antenna system while keeping a distance of ~200m 
from the tower at constant altitude. Measured flight data was processed and visualized for 
clarity of measurement (see Fig. 1). 
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a) b) 

Fig. 1. Processed data that was measured by "Promax HD Ranger 3" a) without shielding (left) b) with added 
shielding (right). 

As seen in Fig. 1a, we can clearly say that part of the measured data is invalid due to sharp and 
sudden spikes, which are in saturated values for a long time. 
Investigation 
Measured data seen on Fig.1a was unusable, and also, the device itself had operational 
problems. Therefore, the Promax analyzer was examined. To investigate this state of saturation 
and the cause for a faulty instrument reading, self rebooting, and freezing, we have performed 
several electromagnetic compatibility (EMC) susceptibility tests to determine the EM 
susceptibility of the device for high EM fields. EMC testing was also an easy and fast way to 
find an effective method to improve parameters in high EM fields.  
Test n.1 
First of all, we have put our device under test (DUT) (Promax HD Ranger 3) in a semi-anechoic 
chamber. Then without any external antenna/device connected, we have terminated antenna 
input and set the device frequency span to be from 80MHz to 1000MHz [4], [5], [6]. As 
expected, without any external EM fields in the chamber, the instrument displays only the noise 
background of analyzer -80 dBm. 
Test n.2 & n.3 
Next test n.2 was performed without changes in settings (no devices connected on I/O ports and 
antenna input was terminated), but gradually changing EM field with the strength of 50V/m 
was generated, with a frequency span from 80MHz to 1000MHz according to requirements of 
the standard EN 61000-4-3. Picture Fig. 2 shows the error of electrical spectrum from generated 
EM field in the shielded chamber, which was caused by the penetration of the EM field through 
the housing of the device and the creation of an additional error. 

  

Fig. 2. Record of measurement - test n.2. Fig. 3. Record of measurement - test n.3. 
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Test n.3 
The test was done with the previous setup and with an external GPS antenna connected via a 
USB port. Fig. 3 shows that mentioned arrangement increased the disturbance level of the 
instrument in such a way that the instrument displays noise at level -50 dBm (in this 
configuration). 
Test n.4 & n.5 
During the test n.4, we have finally included an external measuring antenna to the arrangement 
of the DUT. The external antenna was connected via 26 dB attenuator and connector adapters 
into DUT. As expected, due to the external antenna, we can eventually see some of the "useful" 
signals that are seeping through the noise (see Fig. 4). Now that we know that the problem is in 
EM susceptibility of the instrument chassis and also GPS with USB cable interface, we tried to 
eliminate or at least reduce these problems. Test n.5 proved that overall better measurement 
results could be achieved simply by adding ferrite clamps on the USB cable coming from an 
external GPS antenna. As we can see in Fig. 5, "background noise" is now less than -60 dBm 
(10 dB improvement). 

  

Fig. 4. Record of measurement - test n.4. Fig. 5. Record of measurement - test n.5. 

Test n.6 
The last test also included EMC conductive fabric. The instrument was carefully wrapped with 
the fabric in a way that the fabric completely surrounded the instrument and also ferrite clamp 
on USB cable, so the only way for EM interference was via input antenna or the USB cable 
entering ferrite clamp (see Fig. 6). 

 

 

Fig. 6. Setup for - test n.6. Fig. 7. Record of measurement - test n.6. 

Finally, in Fig. 7, we can see a clear measurement record, where background noise dropped 
under -65 dBm (15dB improvement from the original measurement record from test n. 3). 
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3. Results 
Various tests in the EMC chamber and at nearby AS confirmed that the problem with the 
measuring instrument is low EMC susceptibility. The consequence of which is either poor 
performance of signal to noise ratio, faulty readings with saturated values or complete failure 
of the instrument due to additional error of the measurement - this device is not designed to be 
operated at such a high-level EM field. Based on EMC tests, measures were taken using Promax 
HD Ranger 3 (shielding, blocking of signal wires), which improved the dynamic range of the 
setup by more than 15dB in a given environment. A re-measurement of the radiation pattern 
was required, Fig.1b. The measurement results are usable after statistical adjustments, but the 
elements of interference still show. 

4. Conclusions 
To solve this problem and find a way how to measure a specific radiation pattern of a 
broadcasting tower, we can either modify our instrument to increase its rating for EMC 
susceptibility or find a better instrument for the task. The first option is not the best because of 
the complicated instrument setup in the field as opposed to the lab environment. Better 
instruments that would fit the description are usually military-grade instruments, and these 
instruments are not physically fit to operate with a civil drone. Therefore, to stay in a low-cost 
measuring system for measuring large antenna systems, the best option is to build a single-
purpose device that would be highly customized for this type of measurement. 
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Abstract. Experimental analysis and diagnostics of insulating system oil-paper for traction 
transformer by frequency method is presented in the paper. In the first part of the paper, the 
base theory about measurement and diagnostics insulating part (oil and paper) of transformers 
is described. In the other part of the paper, experimental results of the diagnostic measurement 
for the traction transformer at a constant temperature using to diagnostic method - frequency 
domain spectroscopy (FDS) are presented. This method is used for the analysis of insulating 
conditions of high-voltage equipment with insulating oil paper. Quality of paper moisture and 
oil conductivity of the transformer - before and after its drying was compared. 
Keywords: Transformer, Insulating system, Frequency dielectric spectroscopy 

1. Introduction 
Effects of operating current lead to deterioration of solid and liquid  insulating parts of power 
transformers with insulations of oil and paper. Electrical diagnostics significantly contributes 
to the condition check, which main task is to find a clear relationship between the change of 
functional characteristics of the equipment and some measurable values. The purpose of 
equipment diagnostics is to verify whether the machine meets the specified condition using 
standards IEC and research [1]. 
Diagnostics of insulating properties is one of the main requirements for the safe operation of 
power transformers. Basic diagnostic methods for assessing the insulation condition of 
a transformer are the measurements of loss factor, insulation resistance, partial discharge, etc. 
These methods, however, provide only a partial picture of the polarization processes in 
insulating material [2]. To prevent damage to the electric machines, we perform various types 
of diagnostic measurements, which should illustrate the actual condition of the measuring 
equipment. Therefore, it is important to choose the appropriate diagnostics for the correct 
prediction of such conditions [3], [4]. 

2. Analysis of the Transformer Insulation by Frequency Domain Spectroscopy  
Previous research in the monitoring area of insulating properties indicated that the frequency 
domain spectroscopy (FDS) could the most effective estimate of the deterioration in oil-paper 
insulation in power transformer. Because the low frequencies (up to 0.1 Hz) reflect the moisture 
concentration in the paper, their measurement is of utmost importance for reliable data analysis. 
Besides a frequency sweep, a dielectric response to a voltage sweep is experimentally 
investigated and discussed [5], [6]. Particular focus is given on comparing available dielectric 
spectroscopy methods to traditional measurement techniques, as dielectric dissipation factor (tg 
δ) tests at power frequency and 0.1 Hz, dielectric absorption ratio, and the polarization index 
[7].  
For example, if increased losses appear, it is complicated to distinguish whether they are caused 
by the insulating oil or the cellulose paper insulation. By applying a sinusoidal frequency over 
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a wide range, it is possible to separately analyze the paper moisture and the oil conductivity. 
Response of the insulating system in power transformer depends on the properties of insulating 
paper, quality of transformer oil, and its geometrical insulating parties. 
For power transformers with oil-paper insulating, the dielectric response is affected by three 
components. They are the response of the cellulose insulation (paper, pressboard), the response 
of the transformer oil, and the interfacial polarization effect. Moisture, temperature, insulation 
geometry, oil conductivity, and conductive ageing of the products influence the dielectric 
response. 

3. Experimental Measuring Apparatus for Analysed Transformer 
Based on theoretical analysis realized in the first phase of solution in this paper, the latest 
diagnostic insulating methods - frequency method of measurement were determined. As 
measuring equipment, the traction oil transformer 25/0.6 kV before repair, during drying, and 
after the repair was used.  
Measurement of a response in the frequency domain consists of finding out the current response 
to the harmonic voltage with a variable frequency in whole and a particular part of the insulating 
transformer system. The MEGGER IDAX 350 instrument performed measurement of the 
frequency response of the isolation system or measurement by the FDS method. The measured 
parameters in this method were - the percentage loss factor, capacities, and permittivity 
depending on the frequency of 10 kHz up to 1 MHz at the sinusoidal power supply 140 Vef. 
Since the device separately distinguishes measurement of individual capacities, it is necessary 
thoroughly to clean the location for connection of the ground conductor of the device [8]. 
The disadvantage of the FDS method is the need to measure very small currents. It is necessary 
to use shaded measuring cables.  

4. Results and Discussion 

The developments in Fig. 1a correspond to the measured characteristics of the loss factor (tg δ) 
depending on the frequency of the harmonic voltage before repair, during drying, and after 
repair of the measured traction transformer. We left such a traction transformer in a vacuum 
oven for a long time - 3 days.  
From the entered values of temperature, moisture, and transformer parameters, the modelling 
curves are calculated by the IDAX 350 program. Depending on the deviation of the measured 
waveforms from the model, the parameters of the transformer insulating system are 
subsequently determined. A column comparison of the loss factor (tg δ), moisture in paper, and 
oil conductivity of the measured transformer is shown in Fig.1. Calculated values of paper 
moisture, oil conductivity, and the results of a measured transformer are shown in Table 1. 
Since the object's temperature is measured and the surrounding area is the same, another 
conversion error is not taken into account. 
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Fig. 1. Values of the measured transformer before repair, during drying, and after repair: Upper: Frequency 

depending on the loss factor (tg δ), Lower: Columns comparison of the loss factor (tg δ), moisture in paper, and 
oil conductivity. 

Table 1. Measured parameters of transformer insulating system before its drying 

 
Condition Transformer 

temperature  
°C 

Loss factor 
tg δ at 
20 °C 

Moisture in 
paper  

% 

Conductivity  
of oil pS/m 

a) before its drying 21.2  0.40 2.5  4.15 
b) after its drying 21.2  0.30 2.5  0.356  

 
As it is shown in Table 1 - before drying of measured transformer - despite relatively high oil 
conductivity (4.15 pS/m), the insulating system of the tested transformer is considerably 
impaired. The measured values of the loss factor, moisture in paper, and oil conductivity 
comprehensively indicate a poor state of the insulation system of the tested transformer.  
 
As it is shown in Table 1 - after drying of measured transformer - the value of oil conductivity 
was better (0.356 pS/m), and the insulating system of the tested transformer is considerably 
better. The values of the loss factor, moisture in paper, and oil conductivity comprehensively 
indicate the very good state of the insulating system of the measured transformer. 
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5. Conclusions 
This paper presents an experiment for diagnostics and measurement of insulating parameters of 
high-voltage traction transformer using frequency-domain spectroscopy. This diagnostic 
method is unique in terms of the analysis of the insulating system of oil traction transformers.  
FDS method can evaluate the moisture condition of the insulation paper of the power 
transformer with high accuracy. The value of conductivity in transformer oil was very high 
(4.15 pS/m) before its drying. After drying this transformer was the value of oil conductivity 
0.356 pS/m. Moisture in transformer paper after drying was the same value as before drying.  
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Abstract. High-speed digital signal integrators operating over a specified time interval are 
introduced. They implement a moving (current) integration of the sampling of a specified size 
using the rectangle or the Simpson's rules requiring a minimum number of simple arithmetic 
operations for each subsequent sample of the received signal. The block diagrams and 
characteristics of integrators are considered, as well as the requirements to their parameters 
are studied and specified. 
Keywords: Digital Integration, Rectangle Rule, Simpson's Rule, Fast Processing 

1. Introduction 
The integration of a signal in the time domain is widely used in various devices and systems. 
Analog integrators are of little use while measuring the integral within a specified time interval 
[1]. Digital integrators can be designed using digital averaging filters [2]. Their disadvantage is 
the complexity of implementation in the case when a large signal sampling is to be processed. 
The method of direct digital integration [3] focuses on the accumulation of signal samples and 
allows the implementation of the computing units with continuous integration over a specified 
time interval. However, in this case, to ensure high accuracy, high computational and time costs 
are required. Below, the fast digital algorithm is introduced for the real-time processing of a 
large signal sampling. 

2. Signal Integration 

The input signal ( )ts  is quantized by an analog-to-digital converter (ADC) with the frequency 
τ= 1sf  forming a sampling of size N. Here τ is the time interval between the adjacent samples 

is  while i is a sequence number. At the current moment it  ( Ni > ), according to the quadrangle 
formula (rectangle rule) [4], the value of the integral over the time interval from τ− Nti  to it  
is equal to 

 ( ) ∑∫
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The absolute error R of this approximation is determined as ( ) NFNR 22τ≤ , where 

[ ]
( ) ttsF

ii tNtt
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,τ−∈
= . A fast computational procedure (1) can be implemented by choosing 

nN 2= , where n is an integer. 
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The same integral can be calculated using the parabola formula (Simpson's rule) [4] as follows: 
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while the calculation error does not exceed ( ) ( )[ ]45 12180 −τ≤ NANR , where 

[ ]
( ) 44

,
ddmax ttsA

ii tNtt τ−∈
= , and the sample size is equal to 912 2 >+= +mN . In (2), m is an 

integer and is calculated as ( ) 21log 2 −−= Nm . 

For a specified integration interval τN , under increasing N, the error R, in accordance with 
Simpson's rule (2), decreases significantly faster than in the case when the rectangle rule (1) is 
applied. In this way, increasing integration accuracy is provided, but, at the same time, the 
number of computational operations also involved increases. 
In the field of digital signal processing, the sums in (1) and (2) are averaging FIR filters. To 
ensure a small integration error R, it is necessary to use large sample sizes 100>>N . However, 
direct calculation of the sums (1) or (2) requires high costs. Thus, it is urgent to produce the 
fast computational averaging algorithms that would require the minimum number of addition 
operations. It would allow simplifying the software or hardware implementation of the 
integrator. 

3. Fast Integrator Designed Based on the Rectangle Rule 

To determine the integral (1) by the current sample from N discrete signal samples is , the value 

iz  is calculated as follows ∑
−

=
−=

1

0

N

j
jii sz . Then, referring to (1), one gets 

 ii zg τ=1 . (3) 
The block diagram of the integrator designed in view of the rectangle rule is shown in Fig. 1. 

The samples of the input signal is  are formed by ADC under the control of a clock generator 
(CG), and then they are fed to the first unit for the accumulation of samples UAS1. This unit 
includes multibit one cell shifter MR1 in which the previous sample 1−is  has been previously 
saved and the summator SUM1. To the inputs of the summator, SUM1 the samples is  and 1−is  
are passed, while at its output sum 1−+ ii ss  is generated. After that, the next value is  is poked 
into MR1. The sums of the pairs of samples are moved to UAS2, in the multibit two cell shifter 
of which the sums 21 −− + ii ss  and 32 −− + ii ss  have been previously sequentially saved. The last 
value enters the input of the summator SUM2, where it is added to the value 1−+ ii ss  forming 
the sum of the four samples 321 −−− +++ iiii ssss  at the UAS2 output. Further, the data stored 
in MR2 are shifted while the value 1−+ ii ss  is poked into its vacated first cell. Similarly, the 
sum of the eight samples is formed in UAS3 that includes four cell shifter MR3. 
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Fig. 1. The block diagram of the integrator designed based on the rectangle rule. 
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to the first and second inputs of the summator SUMn and thus the value (3) is formed at its 
output. The obtained code enters the result generator RG and then arrives to the integrator 
output in a specified form. 

Thus, to calculate the sum of N signal samples, a minimum number of Nn 2log=  summators 
and shifters of multidigit codes are required, and that can be conveniently implemented on the 
basis of N cell main memory unit. 

4. Fast Integrator Designed Based on the Simpson's Rule 
The block diagram of the integrator designed based on Simpson's rule is shown in Fig. 2. 
According to (2), it is necessary to calculate the two sums 
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then add them, and after that add the current received sample is  and subtract the last sample 
1+−Nis  in the processed sampling. As a result, one gets 
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. Thus, the value of the desired integral is 

determined as 

 32 ii zg τ= , (5) 
In order to generate the value (5), the signal samples is  from the ADC output are poked into 
the multibit shifter MR5, in which the last 5 received samples iss =1 , 12 −= iss , 23 −= iss , 

34 −= iss  and 45 −= iss  are stored. The pair of samples 2s  and 4s  is added in the summator 
SUM1 and then accumulated in m cascade-connected UAS11, UAS12, ..., UAS1m in the same 
way as it is performed in the circuit shown in Fig. 1. As a result, the value iz1  (4) is formed at 
the UAS1m output. Similarly, the pair of samples 1s  and 3s  is added in the summator SUM2 and 
then it is accumulated in UAS21, UAS22, ..., UAS2m forming the value iz2  (4) at the output of 
the last unit. 
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Fig. 2. The block diagram of the integrator designed based on the Simpson’s rule. 

The values iz1  are multiplied by 4 in the unit U4 (by shifting the code by 2 bits), while the 
values iz2  – by 2 in the unit U2 (by shifting the code by 1 bit), respectively. Then they are 
added in the summator SUM3 and thereafter the current sample iss =1  is added to this last 
obtained sum in the summator SUM4 while the last sample 1+−Nis  stored in multibit N cell 
shifter MPN is removed in the subtractor SUB. The resulting code is passed to the result 
generator RG and appears at the output of the integrator. 

5. Conclusion 
Digital signal integrators designed based on the rectangle and Simpson's rules are considered. 
The characteristics of the introduced integrators are determined. The numerical integration error 
is estimated and the influence on it of the signal and integrator parameters is studied. It is shown 
that the integrator using Simpson's rule provides the error that is several orders of magnitude 
lower than the one based on the rectangular rule, but its structure is more complex. 
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Abstract. Today’s digital electronics and fast computers allow the efficiently processing of 
large volumes of spectroscopic information, which means the opportunity to reuse and 
upgrade monochromator with sophisticated optical and mechanical systems being designed 
and used in the middle of the last century. Particular interest is towards high-resolution prism 
monochromator. We used such an approach to computerize manual operations of universal 
mirror monochromator SPM-2, which has changeable quartz, glass, NaCl and KBr crystal 
prisms. SPM-2 was produced by VEB Carl Zeiss JENA in the early sixties of the last century 
(in former GDR), and its advanced features were widely used [1]. The current interest is to 
use upgraded double pass SPM-2 (with quartz prisma) for atomic spectroscopy measurements 
in broad intensity range in near VUV, far UV, UV. Alongside standard measurements, 
cooled photomultipliers, photon counting mode can be used to ensure the fixing of very 
weak spectroscopic lines. We are using the instrument to investigate resonance spectra of 
atomic iodine, bromine, arsenic, selenium, tellurium, boron. Particularly duplet of atomic 
boron resonance lines 249.6769/249.7722 nm is easily resoluble. The approach has a high 
value for money because of the absence of handy monochromators for high-resolution atomic 
spectroscopy in the identified spectral region on the market. 
Keywords: Measurement of Atomic Spectra in Near VUV, Far UV, UV Spectral Region, 
Double Pass Mirror, Quarz Prisma Monochromator, Computerized SPM-2+ 

1. Introduction 
The universal double-pass mirror monochromator SPM-2 [1] is exclusively distinguished by 
its high resolution in near VUV, far UV, UV spectral range between 190 nm – 300 nm when 
high-quality quartz prisma is used. Using weak nitrogen flow measurements could start from 
180nm easily. Therefore, SPM-2 is still attractive for various spectroscopic measurements, 
but manual operation mode is currently a serious disadvantage.  

2. Subject, Methods and Results 
The following steps were made to get the computerized version of SPM-2 called SPM-2+ (see 
Fig. 1 below) : 

• The wavelength knob of the monochromator is driven by a gear wheel connected to 
the step motor by the use of a ribbon belt. The Stepper motor is controlled by a 
microcontroller (MCU) which receives commands sent from the PC using USB. 
Stepper motor driver and rotary encoder eliminate micro-step skipping issues. 

• Amplified and filtered PMT signal is converted into digital data with the help of fast 
and high-resolution ADC (analog-digital converter). These data are read by ARM 
MCU and then sent to the PC using the USB port. 
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• Data visualization is done by software, which is designed especially for the SPM-2+ 
system. It represents a diagram with two axes. The horizontal axis is wavelength in 
angstroms or nanometers, and the vertical one is a relative unit of PMT signal 
amplitude.  

• It is well known that the ratio of the quartz refractive index/wavelength is not linear. 
To ensure comfortable visualization of recorded spectra on the screen, specifically 
designed SPM-2+ software algorithm automatically transforms data into a linear scale. 

 
Fig. 1. Upgraded monochromator SPM-2+ : 1-PMT chamber (1a – adjusting mechanism of optimization of the 

positioning of PMT against the slit, 1b – cooling jacket for PMT), 2- stepper motor power supply,  

Fig. 2. 3-stepper motor driver, 4-stepper motor, 5- SPM-2+ gear wheel, 6 - gear wheel belt, 7 - SPM-2, 8 –PC 
cable.  

3. Discussion 
We are using the instrument to investigate resonance spectra of atomic iodine, bromine, 
arsenic, selenium, tellurium and boron. Particularly duplet of atomic boron resonance lines 
249.678/249.678 nm is easily resoluble. The approach has a high value for money because of 
the absence of handy monochromators for high-resolution atomic spectroscopy in the 
identified spectral region on the market.  
Need to be mentioned that SPM-2 was developed as a universal spectrometer. Having a 
changeable set of quartz, glass, NaCl and KBr crystal prisms, the measurements spectral 
range caver the range from 20µm till 180 nm. Using the described approach, the SPM-2+ 
monochromator could be upgraded and used for a variety of purposes. 
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Abstract. The article is focused on measuring the current flowing through the injector with 
subsequent detection of faults in the fuel system. The claims are based on measurements and 
residue generation (differences between reference and fault current). Faults of movement of the 
injector needle valve and fuel pressure changes were simulated. 
Keywords: Injector, Fuel System, Measurement, Diagnostics 

1. Introduction 
The fuel system of a petrol car consists mainly of a fuel tank, fuel pump, piping, fuel filter, fuel 
injectors, and a fuel pressure regulator. The most important element of the fuel system is the 
fuel injector. Thanks to the monitoring of its operation, it is possible to verify the functionality 
of the fuel pump, filter, fuel line, fuel tank, and injector itself [1-2]. 
The reduced fuel pressure supplied to the injectors and, ultimately, the reduced volume supply 
of fuel is most often caused by the clogged fuel filter, damage to the fuel pump and pressure 
regulator. Such a failure results in a reduction in the car's power and, in worse cases, inactivity 
of the engine [2-3]. 

2. Test Equipment 
To test the operation of the injection system and monitor the required signals, a device was 
designed that allows the control of the injection valves of the petrol engine. Fig. 1 shows the 
electrical arrangement of the device. 

 
Fig. 1. Wiring diagram of the injection system in the test equipment 

Control electronics replace the engine control unit in a simplified form. It is a programmed 8-
bit microprocessor DC9S08QE. Using the buttons, it is possible to activate the generator and 
change the time intervals during which energy is accumulated on the primary side of the ignition 
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coils. The generator also contains an LCD display with information about the set mode of signal 
generation. 
The signal generator allows generating a time ton in the range from 0 to 9 ms and a time toff in 
the interval 10 to 500 ms in steps of 1 ms. Generation is performed for five channels. The 
display unit shows the mentioned times, the activation status of the generator, and the estimated 
speed of the four-stroke engine. The generator produces 5-volt voltage levels. The output 
contains optocouplers supplemented by power transistors. It can be seen from the diagram that 
the injectors are connected in the collector side of the transistors. 
Pressure vessel allows creating a fluid pressure (replaces the fuel pump) in the range from 0 to 
300 kPa, which corresponds to the fuel pressure in the car. The liquid is led to a common pipe 
from the pressure vessel to which all injectors are connected. 
Vessels for measuring the flow of injectors are located under the individual injectors. They 
make it possible to determine the differences in the amount of fuel injected by the individual 
injectors and the flow rate of the injectors. 

3. Measurement and Simulation of Injection System Failures 
Fig. 2 shows the current and voltage of the fuel injector for a set interval of 4 ms. From the 
monitoring of the measured time courses, it is possible to observe the influence of the movement 
of the injector needle valve on the change of inductance, which ultimately also affects the 
change of the measured time characteristics. At approximately 1.2 ms after opening the 
respective transistor, the injector is fully open (interval B). 
 

 

 

 

 

 

 

Fig. 2. Fuel injector current and voltage profile 

After the fuel injection time (interval C and D), after closing the semiconductor switching 
element, there is an overvoltage caused by the inductance of the injector, it is also the interval 
of moving the needle valve to the original position. During time E, it is possible to observe the 
decay of the overvoltage. 
Fig. 3a is an idealized time interval of the current during the operation of the injector with the 
sampling times shown, which would be performed in the mode of evaluating the state of the 
injection system. By monitoring the time tx, we can evaluate the duration of the opening time 
of the injector. This time is influenced by the pressure ratios of the injected fuel and the design 
of the injector. By evaluating these times, we can determine fuel pressure failures, damage to 
the injector return spring, stopping or slowing down the movement of the needle valve. If we 
perform measurements at times tm1 and tm2, we get the maximum current. A change in the 
maximum current can be caused, by a change in the series resistance of the winding caused, for 
example, by a short circuit. 
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Fig. 3. (a) Ideal injector flow shape; (b) Signal sampling during injector needle valve movement 

A linear green dashed line can be used to simplify the input parameters for possible simulation 
and further analysis. This linearization is performed between time points ta and tb. Time point 
tx is in the middle of these points. 
How to make as few samples of the tested signal as possible and with the possibility of obtaining 
as much information as possible is a significant problem for every measurement. Based on the 
experiments, it is possible to determine the point tx. During the acquisition of tx, it is necessary 
to maintain the required fuel pressure of 250-300 kPa and at a voltage of 13.5 to 14.4 V.  
Fig. 3b shows the time course of the flow during the movement of the needle valve of the 
injector with logarithmic measurement in seven-time intervals. Such a measurement is most 
advantageous for detecting a change in time tx. Monitoring the voltage characteristic can also 
provide a lot of information about the state of the injector and the fuel system. However, an 
overvoltage interval of more than one hundred volts is problematic in evaluating the injector 
needle valve seating. When the fuel pressure changes, there is no significant change in the 
voltage profile. 
The characteristic in Fig. 4a shows the measured current and fault current profile. The reference 
time course is composed of five measurements at a fluid pressure of 2.5 bar. Oscilloscope 
sampling was set to 100 kS/s (time between samples is 10 μs). The injection time was set by 
the control circuit to 5 ms. Another current on the characteristic is a fault when the needle valve 
is stopped in the open position.  

 
Fig. 4. (a) Injector reference current and needle valve stop current in the open position; (b) Deviation from the 

reference current when the needle valve is stopped in the open position 

The difference between the reference and fault current is shown in Fig. 4b. See two extremes 
on the characteristic. One is at 650 μs (64 mA), and the other is at 1460 μs (-180 mA). Reducing 
the fluid pressure also shortens the time required to open the injector. The measurement in Fig. 
5a also confirms this statement. 
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Fig. 5.  (a) Injector reference flow and zero fluid pressure flow; (b) Deviation from reference flow at zero fluid 

pressure 

Based on the different processing according to Fig. 5b, it is possible to obtain a deviation in the 
form of two extremes at time 1250 μs (92.5 mA) and at time 1480 μs (-50 mA). 

4. Conclusion  
The measurements elucidated the phenomena and effects that affect the duration of the opening 
of the injectors. By reducing the fluid pressure, the time required to open the injector was also 
reduced.  
A new design of the test device will be used for test and analysis of individual components of 
the injection systems and monitoring their functionality. On the device, we can simulate various 
errors in the fuel system and analyze them for further development. In addition, we will create 
a database of fault conditions that can be compared with current waveforms measured directly 
in the car. 
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Abstract. This article focuses on the analysis of the mechanical and insulating state of repaired 
distribution transformers through the diagnostic system of transformers (DST). Transformer 
manufacturers use the system at the quality check of their products, repair companies for 
repairing adventurousness evaluation and further for transformer new parameters 
measurement after the repair. Suppose DST is included in the entrance firm control. In that 
case, it is possible by means of it to verify the parameters given in the transcript of the new 
transformer measurement supplied by its manufacturer. The last part of the article describes 
how it is possible to increase the reliability of short-circuit voltage measurement thanks to a 
highly accurate automated diagnostic measuring system DST.   
Keywords: Transformer, Diagnostics, Diagnostic system, Measuring methods 

1. Introduction 
Maintenance diagnostics of transformers considering to the influence of short-circuit currents 
during the operation should be carried out to increase the reliability in a real trouble-free 
process. 
In the event of an accidental outage caused by a faulty device, the economic and technical 
damage can be very extensive. Currently, there are several online and offline diagnostic and 
monitoring methods with which we can measure and detect possible malfunctions arising on 
the transformers or rotating machines during their operation. In this case, the high ability of the 
methods used, the time consuming of the measurements, the difficulty of identifying and 
detecting the type of failure, and last but not least, the expertise and practical experience of the 
technicians [1]. 
For example, short-circuits in operation are commonly created by different line faults, 
mechanical damage of insulation, electric insulation, electric insulation breakdown on over-
voltage, faulty operation, and the next case row. [2] 

2. Diagnostic System of Transformer in Laboratory Test Room 
The measuring system of the transformer (DST) developed at the University of Zilina, in 
cooperation with the firm Lambda Control Ltd. Liptovsky Hradok and with the delivery of 
apparatuses from EN-CENTRUM Ltd. Praha, is certain for transformer manufacturers and for 
organizations working at transformers maintenance. Transformer manufacturers use the system 
at the quality check of their products, repair companies for repairing advantageous evaluation, 
and further transform transformer new parameters measurement after the repair. Suppose DST 
is included in the entrance firm control. In that case, it is possible by means of it to verify the 
parameters given in the transcript of the new transformer measurement supplied by its 
manufacturer. 
The measuring system of transformer DST can be used for complex measuring different types 
and dimensions of transformers [3]: 
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a) for resistances and insulating tests (insulation resistance, winding resistance with 
time analysis of voltage, induced voltage test, separate-source test),  

b) for AC analysis (no-load, voltage ratio, short-circuit measurement with analysis of 
short-circuit voltage, SFRA method). 

3. Automated Measurement of Short-Circuit Test 
As an example of increasing the reliability of the analysis and the accuracy of the mechanical 
state of the transformer winding using the DST system, the article describes the short-circuit 
measurement and its use in determining the relative short-circuit voltage. 
Using short-circuit measurement, it is possible to analyze and identify losses in the winding and 
the so-called relative voltage (impedance) of the short-term transformer. The power supply is 
connected to the distribution transformers to the primary winding (on the higher voltage side) 
at a frequency of 50 Hz, while the secondary winding (lower voltage side) is short-circuited. 
According to the IEC standard, it is permitted to measure from 100 to 50% of the rated value 
of the nominal primary current of the distribution transformer. 
By means of the DST - the diagnostic and measuring system, the transformer powered of 70 
kVA-oil autotransformer 40 0V and 50 kVA-dry ratio transformer 0.4/1 kV were measured. By 
the system DST the measuring current is reduced to 54 % of the current rating of the primary 
winding of the distribution transformer and subsequently converted to 100 % of the rating. 

 
Fig. 1. Measurement opening window for measurement of short-circuit. 

Fig. 1 shows the software opening window for the measurement of short-circuiting. In every 
dialog window of measurement there are control buttons for the starting and stopping of 
measurement (Measure START, Measure STOP), buttons for closing dialog window of 
measurement (Confirm, Close), the scheme of connection of individual measuring cables 
(Measurement connection) and text boxes of measured data in which after ending of 
measurement will be displayed measured values and measuring results. 
By selecting boxes situated in the measurement window, it is possible to choose desired 
measuring parameter. By clicking on the selection box, this box will be marked by choosing of 
parameter which has to be measured.  
In every box, there is the Measurement button which starts the measurement dialog window. 
After measuring, the measured values are transferred to the measurement box.  
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The state of change of the relative voltage (impedance) for a short time uk is usually an actual 
image of the geometric displacement of the windings and their construction in the transformer 
(with the change of its impedance parameters). This state can vary depending on the thermal 
and mechanical effects of short-circuit currents. Such a short-circuit voltage reduction can 
provide information not only about the deterioration of the electrical properties of the winding 
(change of scattering reactance), but also about the decrease in mechanical strength and quality 
of winding insulation due to thermal effects of short-circuit currents. 
Due to the severity of the determination of the short-circuit relative voltage and its difference 
from the transformer label data, it is necessary to define the influences on the measurement and 
its accuracy. In addition, the gear ratios of the current transformers pi and the voltage pu must 
be taken into account. 
The determined accuracy of the short-circuit voltage reduction result in the above measurement 
is important for accurate measuring instruments and instrument transformers. It is, therefore, 
necessary to precisely determine the conditions under which it is possible to reliably and 
accurately diagnose the windings of transformers concerning the effects of short-circuit currents 
and thus eliminate the adverse effects on the measurement. 
When determining the short-circuit voltage, it is necessary to use an accurate ammeter and 
voltmeter with a final accuracy of up to 0.2 %. In the case of short-circuit measurements on 
transformers in the OTC, s.r.o. The LEM D4000 digital power analyzer (Fig. 2) was used in 
Hlohovec within the complex diagnostic system of DST transformers. A newer model, the 
Fluke Norma 4000 Power Analyzer, is currently used in other DST measurement systems. 

 
Fig. 2. LEM D4000 power analyzer as part of the DST system. 

4. Experimental analysis 
As an example of measurement in practice for analyzing the effects of short-circuit currents 
using short-circuit relative voltage, the following measurement is given on 22 randomly used 
22 / 0.4 kV transformers in operation in the high-voltage laboratory test room. The power of 
the measured distribution transformers ranged from 30 to 1,000 kVA. The percentage short-
circuit voltage was determined by short-circuit measurement using the DST transformer 
diagnostic system. 
As the windings were not replaced before the test, the measurement results were a partial picture 
of the short-circuit stresses of the transformers during operation. From the resulting graph of 
random transformers, according to Fig. 3, is the average measured short-term voltage difference 
of 2.56 % compared to the label reading. 
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According to Fig. 3, transformer No. 22 (30 kVA) had this difference up to 9.27 %. Such a high 
difference may indicate a relatively large geometric displacement of the winding, which was 
subsequently visually shown to deform the side of the transformer vessel. 

 
Fig. 3. Graphical representation of short-circuit voltage decline in transformers in operation. 

5. Conclusion 
During the development of the measuring and diagnostic system, knowledge from diagnostics, 
measuring technology, high-voltage technology, information technology, automation and 
safety of equipment and personal protection was used. In addition, all requirements from the 
customer and the operator of the high-voltage test room were included in the system. 
Thanks to the diagnostic and measuring system, it is possible to increase the reliability of 
diagnostics and analyze repaired and subsequently tested distribution transformers. 
To analyze the mechanical state of the transformer windings, we have increased the reliability 
of short-circuit voltage measurement thanks to a highly accurate automated diagnostic 
measuring system. 
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Abstract. The main goal is to assess the metrological characteristics of the distance sensor, 
whether it is suitable for the modernization of the Length Metroscope. The sensor is tested in 
the application stand using a set of length gauge blocks. The result is the determination of the 
maximum permissible error of the sensor with the evaluation unit. 
Keywords: Length Measurement, Uncertainty, Measurement Error, Sensor, Gauge 

1. Introduction 
Measurement of length dimensions is the most frequently performed measurement in 
mechanical engineering. The measurement is used to assess the quality of the result of the 
production process or to evaluate the production process continuously. Any deviations from the 
required dimensions are then reflected in the intervention in the production process. For 
example, a continuous inspection of the dimensions of the part being manufactured may 
indicate a worn tool on the machine tool or another failure of the machine tool. The primary 
goal is to ensure trouble-free production of components in the required quality. Measurement 
plays a dominant role in this process and thus has a major impact on product quality. However, 
an improperly selected or incorrect meter can damage this entire production process. The 
Length Metroscope covered in this article is an older instrument with reliable and stable 
operation, but its operation is lengthy. To speed up the measurement process, the aim is 
therefore to apply a suitable sensor with an evaluation unit. Increasing the measuring process's 
productivity will reduce the price of the measuring process and thus the final price of the 
product produced [1]. 

2. Length Metroscope 
Abbe Length Metroscope (Fig. 1) is a measurement device for measuring length dimensions. 
The device includes a measuring table for placing the measured object. The device consists of 
a stand with a measuring table and a movable measuring touch (Fig. 1). The movable measuring 
stylus is connected to an abbe measuring microscope on which the position of this measuring 
stylus can be read. The measured dimension of the object is determined by the distance of the 
defining surfaces of the measured object. The zero position of the measuring contact is when it 
is placed on the measuring table. The measuring contact is pressed against the measured object 
using an additional weight, which ensures a constant measuring pressure. 
The measured object is placed on one of the measured surfaces on the measuring table (Fig. 1), 
and a movable measuring touch is placed on the other surface of the measured dimension. The 
Abbe measuring microscope (Fig. 1) is part of the Abbe length metroscope and is used to 
determine the indication of the measured dimension. The Abbe measuring microscope makes 
it possible to determine the measured dimension with a resolution of one tenth of a micrometer. 
The manufacturer of this measuring device identified systematic errors in the evaluation that 
are less than one micrometer in absolute value. The manufacturer has determined the maximum 
permissible error (which includes systematic and random errors) and defined it by the relation: 
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 𝑀𝑀𝑀𝑀𝑀𝑀 = ± �1.5 + 𝐿𝐿
100
�, (1) 

where MPE - maximum permissible error (µm), L - measured dimension (mm). 

   
Fig. 1. Abbe Length Metroscope – overall arrangement 

and measurement of the gauge block. 

 

 
Fig. 2. Verification of Abbe Length Metroscope 

– measurement error obtained using the 
gauge blocks. 

Verification of the Abbe Length Metroscope was performed using a set of length gauge blocks 
without calibrated coefficient of thermal expansion (CTE) of grade “0” in a thermally controlled 
room. Measurement errors (Fig. 2) were found to be outside the maximum permissible errors 
declared by the manufacturer. This means that the device is not suitable for further use for 
measuring dimensions. This problem can be solved by implementing a suitable sensor for 
measuring the position of the movable contact. 

3. Experimental Verification of sensor for Measuring of the Movable Contact 
Three pieces of optical linear encoder length sensor were selected to verify the suitability for 
installation on a Length Metroscope. Sensors have a range of 100 mm, resolution 0.1 µm, low 
measuring force less than 10N and low maximum permissible error MPE = (2+L/100). These 
sensors are connected to the display unit. The measured values from the sensors were compared 
with the standard - length gauge blocks (Fig. 3). The detected deviations from the set of 
measurements for sensor 2 are approximated by the mean value. From the course of the 
determined deviations, it can be found that the measured values are shifted in one direction, and 
thus it can be assumed that a systematic measurement error is included in this deviation. This 
systematic error can be used to correct the measured values from the sensor and thus reduce the 
deviations in further measurements using this sensor. This correction can be realized because 
the average values of the measurement errors keep the tendency approximately at the same level 
with respect to the reference value of the standard. After this correction (Fig. 4) only random 
errors remained (this is due to the very physical principle of the sensor and the random scale 
division errors that accumulate with increasing distance), which can be compared with the 
manufacturer given by the interval for the maximum permissible measurement error, where it 
can be seen that the sensor shows deviations within the limit interval defined by the 
manufacturer. The systematic errors of the standard - length gauge blocks are two decimal 
places smaller than the detected deviations, so we do not have to consider them for further 
evaluation. All measurements were performed in a thermally controlled room with a 
temperature stabilized sensor and length gauges. The room temperature was (20 ±1) °C, and 
the thermal expansion coefficient was also considered when evaluating the measured data. 
Standard deviations s were determined from a series of measurements Lj performed under the 
same conditions. Standard deviations are relevant because they have been compared for 
different numbers of measurements, including the arithmetic average. The aim was to determine 
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the optimal number of measurements under the same conditions. Fig. 5 shows the estimated 
standard deviations with a gradual increase in the number of measurements performed: 

 𝑠𝑠2 =
∑ �𝐿𝐿𝑗𝑗 − 𝐿𝐿��

2𝑛𝑛
𝑗𝑗=1

𝑛𝑛(𝑛𝑛 − 1)
 (2) 

   
Fig. 3. Verification of selected length sensor using the gauge blocks and measured deviations. 

  
Fig. 4. Verification of selected length sensor using the gauge blocks. 

   
Fig. 5. Comparison of measurement deviations with limits defined by producer - permissible measurement error 

and dependence of the estimated standard deviation on number of measurements. 

Although the variance s2 is the more fundamental quantity, the standard deviation s is more 
convenient in practice because it has the same dimension as quantity Lj and a more easily 
comprehended value than that of the variance. From these measurements, it is possible to 
determine the standard uncertainty of the corrected length measurement indication using the 
tested sensor us = s of the performed measurements depending on the number of measurements 
[2, 3, 4]. 
The obtained average deviations determined by measurement on the standard can be used as 
systematic errors and with the help of them to correct the measured values. However, deviations 
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are known only for specific values. The average deviations can be approximated by a 
polynomial function and used for any measured data in the sensor range. 

 
Fig. 6. Polynomial fitting of measurement deviations. 

4. Conclusions 
By correcting the measured data using the detected average deviations, measurement errors can 
be reduced partly. However, random errors cannot be completely eliminated and are thus 
included in the measurement uncertainty. The dependence of the estimated standard deviation 
(Fig. 5) shows that the standard uncertainty decreases significantly with repeated 
measurements. Even with ten measurements, the standard uncertainty is 50% lower, and with 
twenty measurements, the standard measurement uncertainty decreases by 60%. The aim was 
to determine the optimal number of measurements with respect to the resulting measurement 
uncertainty. This means how many measurements it still makes sense to reduce measurement 
uncertainty so that many measurements are not performed unnecessarily. 
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Abstract. The method of testing virtual sections of inhomogeneous thermocouple legs by 
changing the temperature field along the legs is considered in this paper. The modeling 
showed that the error of determination of Seebeck coefficients of the virtual sections strongly 
depends on the errors of the temperature measurements on the endpoints of virtual sections. 
Keywords: Thermocouple, Selftesting, Thermocouple with Controlled Temperature Field 

1. Introduction 
The thermocouple (TC) is a popular sensor for measuring temperatures within the range of 
600-1100°C [1]. Its advantages are: a wide measuring range, simplicity, and mechanical 
robustness. The TC disadvantages are low accuracy and metrological reliability due to the 
degradation of its legs at high temperatures [2]. The degradation manifests itself as: (i) error 
due to the gradual change of the TC conversion characteristics (CC) (drift) [2]; (ii) error due 
to thermoelectric inhomogeneity of TC legs acquired during operation, i.e. the change of TC 
thermoelectromotive force (thermo-e.m.f.) when changing the temperature field along its legs 
[2]. The method for correcting the instantaneous error during the operation was developed in 
[3, 4]. Its use increases the accuracy of inhomogeneous TCs. However, the period when the 
residual error of the TC is small grows. That is, the need for replacing the TC does not arise, 
however, degradation processes continue running. Thus there is a danger of sudden 
destruction of TC legs. Therefore it is necessary to test TC legs periodically. 

2. State of the Art 
The general criterion of the state of TC legs is the error. However, it does not always 
adequately describe the state of the sections of TC legs. Error due to degradation of the most 
common type K TC is not proportional to the operation temperature [1, 2]. At the same time, 
specific impurities can speed up the degradation of some sections of the legs at certain 
temperatures. Therefore, in general, the error of the TC weakly characterizes the state of its 
legs. The study of the TC error in different temperature fields [4] and the construction of the 
model of error of TC sections facilitate the analysis of the state of the TC legs. However, the 
method [5] is complex due to the need for periodic laboratory studies of the TC in different 
temperature fields. A more convenient and less time-consuming method of testing the state of 
TC legs during operation without its dismantling was proposed in [6]. The goal of this work is 
to model the process of testing the state of TC legs by this method. 
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3. Method of Thermocouple Selftesting. 
The idea of the method of testing TC legs proposed in [6, 7] lies in the gradual shift of the 
zone of temperature gradient along the legs towards the reference junction of the main TC of 
the thermocouple with a controlled temperature field (TCTF) [8, 9]. The developed thermo-
e.m.f. in each temperature field is measured and processed. The procedure of testing has to be 
carried out when the temperatures of the measuring and reference junctions are constant. 
The method [8, 9] is illustrated in Fig. 1. The temperature field of the tested TC gradually 
changes from ABCD to AB2C2D. Intermediate temperature fields are indicated by dashed 
lines. In each temperature field, each virtual section of the TC legs (in Fig. 1, they are denoted 
as 1, 2 - k) makes its contribution to error due to drift of TC CC 1 1...DR DR

kE E +∆ ∆ . When changing 
the temperature field of sections 1, 2 - adjacent to B… B2, they one by one leave the gradient 
zone (and thus cease, according to the fundamental law of thermoelectric thermometry [1], to 
develop thermo-e.m.f., and therefore their errors 1 1...DR DR

kE E +∆ ∆  cease to influence the net TC 
thermo-e.m.f.). In place of the sections that left the gradient zone, it includes the sections 
adjacent to the ones C… C2 (they do not undergo the degradation because they are operated 
at the temperature close to that of the reference junction).  
The thermo-e.m.f. developed by each TC section in a certain temperature field can be given as 

( ) ( )
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where i  is a certain TC section; PROF
iE  is the thermo-e.m.f. developed by a certain section 

in a certain temperature field; ei, Δ ei are Seebeck coefficient and its deviation of a TC 
section; ,EiT  1+EiT  are the temperatures of section endpoints; DR
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POCH
i EE ∆,  are the initial 

(before operation) thermo-e.m.f. of a certain section and its deviation due to drift of its CC. 
From measurements of thermo-e.r.f. developed in different temperature fields we can write 
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Fig. 1. Temperature fields when testing TC legs. 

( )

( )

( )















=∆+

•••••••••••••••••

=∆+

=∆+

∑

∑

∑

=

=

=

VYM
k

k

i

DR
i

POCH
i

VYM
k

i

DR
i

POCH
i

VYM
k

i

DR
i

POCH
i

EEE

EEE

EEE

1

2
1

1
1

, (2) 

where VYM
k

VYM EE ∆...1  are the 

thermo-e.m.f.s measured in all k 
temperature fields. The system of 
equations (2) illustrates the process of 

testing by changing the temperature field. The sections are subjected to different temperature 
gradients and, according to fundamental law of thermoelectric thermometry [1], their 
contribution to the total e.m.f. changes in each temperature field. In particular, some sections 
do not contribute at all because they are not subjected to a temperature difference. The 
solution of (2) allows determining the deviation ΔEDR of the e.m.f. of each TC section from 
the initial value due to drift and subsequently the change of the Seebeck coefficient Δei. 
Comparing the values Δei obtained from solving (2) with the ones obtained from studies of 
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like TCs in similar conditions, it is possible to identify the sections that undergo greater 
degradation than the others. When some sections of the TC approach a critical value, it is 
necessary to substitute this TC with a new one because of a big probability of damage. 
However, even in this case, the error of the old TC can be lesser than that of the other TCs in 
similar conditions as the TCTF [8] adjusts its temperature field to minimizes its error.  

4. Modeling Technique 
The technique of modeling of the method of developed TC testing is performed for the 
prototype of the TCTF [8, 9]. It consists of the measuring junction, 8 zones of temperature 
control and the reference junction. The technique is as follows: 
1. Enter the temperatures of operation and seven temperature fields of testing for the 
measuring junction, temperatures of endpoints of 8 zones (their state is tested), and the 
temperature of the reference junction.  

2. Generate 1000 realizations of the matrix of measurement errors ∆T8x8 (the dimensions are 8 
rows and columns) of temperature differences across these 8 zones in each out of 8 fields. 
3. Calculate the operating temperatures of TEXPi as the average of endpoint temperatures. 
4. Enter the nominal Seebeck coefficients еN8х1 and the law of their change on the operating 
temperature Δe = f (TEXP), and use it to calculate the change of Seebeck coefficients of the TC 
sections ∆e8x1 and actual specific Seebeck coefficients of each section e8x1=(eN8x1 + Δe8x1). 
5. Find the temperature differences across each section in the temperature field of operation 
and write the differences in the matrix dT8x8. Do the same for 7 fields of testing from point 1.  
6. Find the thermo-e.m.f. developed by the TC in 8 fields from point 1 as E8x1=ΔT8x8×e8x1. 
7. Add the temperature differences across the sections dT8x8 to the errors of their measurement 
ΔT8x8 for 1000 implementations (ΔT8x8 + dT8x8). 
8. Set the amplitude of the random error of measurements of thermo-e.m.f. of the TC and 
generate 1000 implementations of the measurement error matrix ΔE8x1.  
9. Add thermo-e.m.f. of the TC in all 8 temperature fields E8x1 to errors ΔE8x1 of their 
measurements (E8x1 + ΔE8x8). 
10. Solve the system of equations (ΔT8х8 + dT8х8) ē8х1 = (Е8х1 + ΔE8х1) with respect to Seebeck 
coefficients ē8x1, which are obtained when testing for 1000 implementations of ΔE8x1 and 
temperature differences across the sections (ΔT8x8 + dT8x8) (see point 7). 
11. Find the errors in determining the Seebeck coefficients of the TC sections ē8x1 - e8x1 for all 
values of ē8x1. Calculate the mean and variance for these errors. The simulation shows that the 
deviation of the average value of (ē8x1- e8x1) from zero for 1000 implementations is not more 
than 0.05 μV, thus the method has no systematic error. 

12. Carry out the modeling of error of TC sections difference measurements 0...10 С°  and 
thermo-e.m.f. for all combinations of errors of temperature measurements 0...20 Vµ . As a 
result, the plot (Fig. 2) of standard deviation of the error of Seebeck coefficients (Z axis) 
versus random error of measuring thermo-e.m.f. (X axis) and error of temperature differences 
across TC sections (Y axis) is constructed. The plot reveals the main source of error of testing 
is caused by the error temperature differences across TC sections, so accurate control of the 
temperature field across the TCTF [10] is needed. 
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Fig. 2. Standard deviation of the error of Seebeck coefficients versus errors 

of e.m.f. and temerature differences across TC sections. 

5. Conclusions 
The advantage of the 
method of testing the state 
of TC legs is its simplicity 
of implementation, no use 
of standard equipment, the 
ability to determine and 
predict the state of TC 
sections during operation, 
as well as the forecast of 
the developed thermo-
e.m.f. and TC error in 
different temperature 
fields. 
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Abstract. This paper presents a novel approach for eliminating speckle noises in Laser Doppler
Vibrometer signals based on empirical wavelet transform (EWT). The moving root-mean-square
thresholds are utilized to cut off signal drop-outs and produce noise discontinuity that EWT can
identify. The extremum ratio behaves as the criterion to reject or accept the EWT decomposed
components. While processing simulated signals, the EWT-based approach outperforms others
and presents de-speckle robustness. In experiments, EWT reveals the actual vibration despite
low signal-to-noise ratios, which indicates de-speckle efficiency.

Keywords: Laser Doppler Vibrometer, Speckle Noise, Empirical Wavelet Transform

1. Introduction
Vibration measurement is playing an increasingly significant role in modal analysis and me-
chanical system diagnosis. Laser Doppler Vibrometer (LDV) is a non-contact and non-destructive
vibration detector, which can acquire the signals remotely (e.g., from high-temperature objects)
and avoid mass loading that light structures are sensitive to, superior to attached transducers.
The speckle noise arising from coherent laser components over the rough surface is an extremely
troublesome issue restricting the LDV application extension [1]. Two kinds of the speckle noise
distort the actual signal, as the signal drop-outs can reach over 30 times of the vibration am-
plitudes and the dominant noises with normal amplitudes can reduce the signal-to-noise ratio
(SNR) to -15 db. The characteristics of speckle noises are far different from those of the white
noises, thereby former de-noise strategies becoming inapplicable. Developing novel approaches
for mitigating speckle noises has aroused recent research concerns, such as energy analysis [2],
polishing target surface [3], cutting off outliers [4] and moving-averaging signals [5]. These
methods are not suitable for extensive practices, e.g., those that require complete time-series
analysis, large-scale measurements, or high-speed scanning. Calculating the signal energy is
effective in damage inspection but overlooks the waveforms significant for modal analysis; at-
taching retroreflective tapes can reduce the surface roughness and further the noise amplitude,
but not applicable in large-scale measurements; utilizing thresholds can cut off signal drop-
outs but preserves the dominant noises with normal amplitudes; the moving average approach
requires cyclical measurements with the scanning period far lower than the vibration period.
Therefore, an effective post-processing approach for eliminating speckle noises remains to be
developed. Empirical wavelet transform (EWT) [6] is an adaptive signal decomposition ap-
proach with wavelets adapted to the processed signal. It has the potential to handle speckle
noises and mitigate related distortions due to the naturally determined bandwidths and the con-
tinuity of decomposed signal components.

In this paper, we develop an EWT-based approach to extract actual vibrations from noisy
LDV signals. The moving root-mean-square (MRMS) thresholds are utilized to cut off signal
drop-outs and produce noise discontinuity that EWT can identify. The extremum ratio behaves
as the criterion to reject or accept the EWT decomposed components. The developed de-speckle
approach is evaluated in both numerically simulated and experimentally acquired signals.
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2. Subject and Methods
Empirical Wavelet Transform
Since the actual vibration is time-frequency variant and the speckle noise is not uniformly
distributed in the frequency domain, traditional signal decomposition approaches with certain
bandwidths, including band-pass filters (BPF) [7] and wavelet transform (WT) [8], become in-
adequate for analysis. EWT overcomes this disadvantage by adaptively determining the wavelet
bandwidths around the maxima of the Fourier spectrum. Therefore the empirical wavelets are
adapted to the processed signal and have the potential to naturally extract the actual vibrations.
Besides, EWT can avoid artifacts from high-frequency components, specifically the signal drop-
outs, superior to empirical mode decomposition that presents similar adaptive properties. The
mathematical construction of the wavelet group and scaling functions is described in [6].

De-speckle Algorithm
A specific algorithm is designed to eliminate the speckle noises. The first procedure is to cal-
culate the MRMS thresholds Tr(t) of the signal v(t) with the moving window w, utilizing Eq.
1. It replaces signal amplitudes outlying the thresholds by the MRMS values, thereby reducing
drop-outs amplitudes and producing discontinuities that represent the noise locations. Cutting
off the signal drop-outs can mitigate the effect of large amplitude distortions in low-frequency
components.

Tr(t) = v(t)⊗ ew/w±
√

v2(t)⊗ ew/w, (1)

where

⊗ convolution calculation

ew all ones vector with length w

The following procedures are to decompose the signal by EWT and then reconstruct the
actual vibration by chosen components. EWT can acquire diverse approximate and detail co-
efficients that contain noises or actual vibrations. The extremum-number ratio between the de-
composed components and the original signal is predefined as a criterion to determine the com-
ponent belongings. An actual-vibration component should achieve an extremum-number ratio
ranging below the frequency ratio (2 times the target frequency divide by sampling frequency).

Simulation and Experiment
The numerical simulation of speckle noises is based on the LDV measurement principle, Doppler
frequency shifts. The time variance of the modulated laser phase, which dominantly contributes
to the speckle noises, arises from the varying surface roughness. Therefore, the scanning surface
is divided into speckle elements that have been assigned optical intensities and phases according
to statistical distributions. The mathematical calculations of speckle noises are derived in [9].

In numerical simulations, a nonstationary signal is adopted as the actual vibration, polluted
by simulated speckle noises. In order to evaluate the de-speckle robustness, the initial SNR
varies in (-5 db, -10 db, -15 db). Other approaches including BPF and WT are compared, and
the correlation coefficient between the de-speckle signal and actual vibration can evaluate the
accuracy. In experiments, a 540×40 mm2 cantilever strip is artificially excited at 500 Hz. The
LDV system acquires vibration signals along the strip surface with the scanning speed 0.1 m/s
and the sampling frequency 102400 Hz.

MEASUREMENT 2021, Proceedings of the 13th International Conference, Smolenice, Slovakia

81



3. Results
Figure 1a presents the simulated vibration polluted by speckle noises, with initial SNR = -10 db.
The signal drop-outs can reach 100 times the smallest vibration amplitude and the dominant
noises significantly distort the vibrations. The corresponding de-speckle results achieved by our
developed approach is illustrated in Figure 1b. The de-speckled curve agrees well with the actual
vibration, with the post SNR = 17.24 db and the correlation coefficient 0.98. Table 1 outlines the
comparison results. The EWT-based approach outperforms others in the de-speckle procedure.
BPF and WT approaches fail to achieve promising results with intensive speckle noises. The
correlation coefficients of EWT results retain over 0.95 and the post SNRs retain over 13 db
with decreasing initial SNRs, which indicates the robustness of the developed approach.
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Fig. 1: a. Simulated signal polluted by speckle noises; b. De-speckle results versus actual vibration.

Initial SNR
Post SNR Correlation

EWT BPF WT EWT BPF WT
-5 db 21.65 db 12.55 db 9.66 db 0.99 0.95 0.94

-10 db 17.24 db 6.97 db 4.50 db 0.98 0.85 0.82
-15 db 13.11 db 2.78 db 0.44 db 0.95 0.71 0.66

Table 1: Post SNRs and correlation coefficients of diverse comparison results.
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Fig. 2: a. Experimental LDV signal; b. De-speckle results with relatively large vibrations; c. De-speckle
results with weak vibrations.

Figure 2a presents the scanning LDV signal from experiments. The 500 Hz vibration ampli-
tude varies from 0.005 to 0.05, lower than 1/40 of the signal drop-out amplitude. The estimated
initial SNR is -14 db, which means intensive speckle noises have dramatically polluted the ac-
tual vibrations. Figure 2b shows the de-speckle result between 0.35 s and 0.4 s (intensive noise
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duration), where the 500 Hz vibration amplitudes are around 0.05 and the estimated initial SNR
is -24 db. The developed EWT-based approach has revealed the 500 Hz vibrations despite some
amplitude deformations. Figure 2c illustrates the de-speckle results between 1.4 s and 1.45 s
(intensive noise duration), where the 500 Hz vibration amplitudes are around 0.05 and the esti-
mated initial SNR is -25 db. The de-speckle curve presents promising 500 Hz waveforms even
at intensively noisy locations. Therefore, the developed approach is applicable in eliminating
speckle noises.

4. Conclusions
This paper develops an EWT-based approach for eliminating speckle noises in LDV vibration
signals. The MRMS thresholds are utilized to cut off signal drop-outs and the extremum-number
ratio behaves as the criterion to reject or accept the EWT decomposed components. In numerical
simulations, the EWT-based approach can effectively reconstruct the actual vibrations despite
intensive noises, outperforming BPF and WT. The post SNR and correlation coefficient retain
promising with the decreasing initial SNR, thereby indicating the de-speckle robustness. In
experiments, the speckle noises are intensive in the acquired LDV signals with the estimated
initial SNR -14 db. The developed approach can reveal the actual 500 Hz vibrations regardless
of how weak the vibration responses are. Therefore, our approach is applicable in eliminating
speckle noises.

Further investigations can concern the applicability in mitigating speckle noises acquired
from different materials by different scanning strategies. In addition, the de-speckle approach
will be applied to process LDV signals for modal analysis and damage inspection.
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Abstract. A number of factors is an essential parameter in the tensor decomposition methods.
It significantly influences not only the decomposition quality but also its interpretation. Many
approaches and heuristics were proposed for this purpose. However, their performance is usu-
ally demonstrated on data with a simplified structure, and therefore they can produce inferior
results when applied to more complex real data. In this study, on a generated dataset closely
mimicking the nature of a human multichannel electroencephalogram (EEG), we compared the
performance of five methods for selecting the number of factors. We identified the best perfor-
ming method, but not even this method led to sufficiently acceptable results.

Keywords: Number of Factors, Electroencephalogram, Tensor Decomposition, PARAFAC

Introduction
Tensor decomposition is a powerful tool for detecting hidden structure in higher-order arrays
(tensors), for example, in chemometrics, psychometrics, or neurophysiology [1]. An important
parameter, which influences the decomposition quality, is the number of hidden factors F . To
determine F , we have to apply a suitable method. Several approaches for selecting the number of
factors or heuristics with different assumptions and computational complexity were proposed,
but none of them became a state-of-the-art approach. Then, which one to use?

This study aims to help answer this question by comparing five methods for selecting F in the
parallel factor analysis (PARAFAC) tensor decomposition [2] on artificial data that mimics the
multichannel EEG signal character. We have two main reasons for choosing this particular type
of data. First, our long-term research focuses on EEG tensor decomposition by PARAFAC. We
often face the problem of correctly determining F . Second, existing methods’ performance is
usually compared on artificially generated data with a simplified structure that does not follow
the real data character. For example, the factors are often generated as mutually orthogonal or
independent and identically distributed random sample from a normal or uniform distribution
[1, 3, 4]. However, EEG data are more complex, and both orthogonality and normality properties
miss their neurophysiological interpretation. Consequently, methods used to determine F can
produce inferior results when applied to such data.

Data and Methods
Data
We applied an anatomical forward model consisting of 2,004 dipoles placed in gray matter to
generate one minute of scalp 64-channel EEG data [5]. The generated signal comprises a broad-
band brain activity (BBA) and four narrow-band oscillations – 5 Hz oscillation located in the
frontal region, 8 Hz and 14 Hz oscillations in the central region and 11 Hz oscillation in the oc-
cipital region. The activity (presence) of each oscillation was generated as non-overlapping with
any other in time. To simulate BBA, we used a realization of the fractional Brownian motion
with the Hurst exponent H = 0.6. According to the amplitude of BBA, we define noiseless data
(N0), data with low (NBBAlow) and high (NBBAhigh) levels of BBA [5]. Moreover, we added
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Gaussian noise to each scalp EEG channel of the N0 data. To mimic the signal-to-noise ratio at
the occipital EEG electrodes of the NBBAlow and NBBAhigh data, we considered two levels of
the noise variance denoted as NGlow and NGhigh. These data are less in line with the character of
a real EEG signal (missing BBA), but follow the theoretical assumptions of methods described
below. For each type of data, we generated 20 datasets/realisations. Before applying PARAFAC,
the simulated EEG signal was segmented into two-second time windows with 1900 ms of over-
lap. The oscillatory part of the amplitude spectrum for each time window and each electrode
was transformed into a three-way tensor, representing the time-space-frequency modes [5].

Parallel Factor Analysis
The PARAFAC model [2] decomposes a three-way tensor X ∈ RI1×I2×I3 into three matrices
A(n) ∈ RIn×F ,n = 1,2,3, where F represents the number of factors, and follows the equation

xi1i2i3 =
F

∑
f=1

a(1)i1 f a(2)i2 f a(3)i3 f + ei1i2i3, in = 1, . . . , In, n = 1,2,3.

The tensor E ∈ RI1×I2×I3 represents the error term. Similar to our previous studies [5, 6], we
assume nonnegativity of A(1) and A(2) together with unimodality of A(3) columns to follow
neurophysiology of data and simplify the interpretation of decomposition.

Factor Number Selection Methods
The approaches for factor number selection can be divided into five sets according to their
character. By selecting the best performing candidate from each set, we focus on:

i) core consistency diagnostics (CCD) [7]: The CCD values are plotted against the number
of factors F and a rapid change in the graph is visually detected.

ii) non-redundant model order estimator (NORMO) [8]: The method searches for the
lowest F with any redundant factor in PARAFAC. But at least one redundancy occurs for
F +1. The algorithm considers either all F (NORMOE) or a subset of them (NORMOB).

iii) numerical convex hull (NCH) [3]: The method focuses on the maximal change in fit
between models belonging to the fit convex hull boundary.

iv) minimal description length (MDL) [4]: The approach analyses eigenvalues of matri-
cized forms of a tensor.

v) automatic relevance determination (ARD) [1]: ARD begins with a large F and conti-
nuously prune out factors with a small weight in PARAFAC by using Bayesian statistics.
The algorithm follows either the sparse (ARDS) or ridge (ARDR) version.

To avoid convergence to a local optimum, the PARAFAC algorithm was run five times for each
F and the model with the lowest error was chosen.

We set the maximal number of factors F to 10. A method was considered successful if it
selected F = 4. Moreover, the estimated factors as a by-product of CCD, NORMO or ARD
were checked for consistency with the generated oscillations. Free parameters of each method
were carefully tuned to achieve the best possible output. We set the threshold α > 0.9 for F
selection in NCH and MDL. For NORMO, we set α = 0.7.

The original ARD does not allow us to apply the unimodality constraint, and therefore we had
to modify the algorithm. Moreover, the tolerance tol for pruning out the unnecessary factors, as
suggested by authors, could not decrease the maximal allowed F = 10. Different tol values led
to different F , and without a priori knowledge about the true F (which is always unknown in
practice), we could not set optimal tol value. Therefore, we propose the following modification.
In each iteration step, we ordered the factors according to their increased norms, and we skipped
the first few factors with cumulative normalized norms under 0.1.
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Fig. 1: First and second row: The core consistency diagnostics (CCD) of PARAFAC with two to 10
factors. Third and fourth row: Histograms of selected factor number in 20 datasets by the non-redundant
model order estimator (NORMOB, NORMOE), numerical convex hull (NCH), minimal description
length (MDL) and automatic relevance determination (ARDS, ARDR). Red dashed vertical lines rep-
resent the correct factor number F = 4. Three columns represent data with no noise (N0), low and high
broadband brain activity (NBBAlow,NBBAhigh) or Gaussian noise (NGlow,NGhigh).

Results and Discussion
A visible rapid drop in CCD (Fig. 1, first and second row) allowed us to select F = 4 only for
N0. For NGlow data, the number of factors was overestimated (F = 5). The CCD values decrease
relatively linearly for the other data types, and it was not possible to visually select the best F .

Both NORMO versions detected the correct F for N0 and NGlow in less than one-third of
datasets (Fig. 1, dark and light blue). Due to BBA or Gaussian noise, the estimated factors
showed numerically weak correlation (< 0.5) despite many physiological similarities detected
by visual inspection. Consequently, NORMO resulted in F close to the maximal allowed value
10 for NBBAlow, NBBAhigh and NGhigh.

The correct F = 4 was detected by NCH in 16 N0 and NGlow datasets (Fig. 1, green). How-
ever, F = 4 was chosen in only four cases for NBBAlow and two factors were incorrectly chosen
in all NBBAhigh datasets. For NGhigh, the selected F varied between two and 10.

MDL failed to select the correct F in one-half of N0 datasets (Figure 1, black). BBA or
Gaussian noise’s presence forced the F selection to the maximal allowed value equal to 10.

ARDR and ARDS performed well for N0 and NGlow, the correct F = 4 was selected in at
least 15 of 20 datasets (Figure 1, yellow and orange). For NBBAlow and NGhigh the performance
had decreased and led to F = 5 or F = 6. However, only 14 Hz oscillation was present in the
estimated five or six factors. The other factors represented higher oscillations or noise. The
ARD method was not able to recover the correct number of factors for NBBAhigh.
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Conclusions
We compared the performance of five methods for selecting the number of factors in PARAFAC
on generated multichannel EEG data. MDL and NORMO methods fail to choose the correct
number of factors already for noiseless data. Increasing the level of broadband brain activity
(BBA) or Gaussian noise deteriorates the other methods’ performance. The best, but still far
from ideal, results were obtained by ARD. We can conclude that none of the considered methods
provides satisfactory results.

Moreover, we observed inferior results in data with BBA compared to data with Gaussian
noise. We hypothesise, that this is due to the methods’ assumption of the tensor trilinear struc-
ture and presence of Gaussian noise. This assumption is not met in the data with BBA.

In real EEG data, BBA and a measurement noise make detecting narrow-band scalp oscilla-
tions harder. Due to the investigated methods’ failure to determine correct F in well-controlled
generated data, we expect similar sub-optimal performance when applied to real EEG data. In
[6], we addressed the problem of the factor number selection differently. We ran PARAFAC
models with different F and applied the cluster analysis on obtained decompositions. This al-
lows us to identify the most dominant clusters representing the subject-specific narrow-band
scalp EEG oscillations.

Nevertheless, selecting the number of factors in the PARAFAC model remains an open prob-
lem, and new approaches are needed.
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Abstract. During multi-lead ECG recording, some electrodes can be identified as broken and
thus information from those electrodes cannot be used for the inverse problem of electrocar-
diography. The objective of this study is to explore the significance of individual ECG elec-
trodes derived from the patient-specific transfer matrix for homogeneous volume conductor.
Four multi-lead ECG measurement datasets with corresponding geometries were used for this
study. The transfer matrices were computed using the boundary element method. The signifi-
cance of individual torso electrodes for a given position of the dipole as the equivalent heart
generator was assessed by the singular value decomposition of the transfer matrices for the
forward and inverse problem of electrocardiography, respectively. The study showed that the
position of the most significant electrodes depends on the position of the heart within the chest
and the position of the dipole as an equivalent heart generator. The positions of the first 20% of
the most significant electrodes for the forward and inverse problem differ from 0% to 16%.

Keywords: Inverse Problem of Electrocardiography, Transfer Matrix, Singular Value Decom-
position

1. Introduction
The forward problem of electrocardiography describes the electric potential field on the torso
surface generated by the electrical activity of the heart. On the other hand, the inverse problem
of electrocardiography reconstructs the origin of the electrical activity of the heart using multi-
lead ECG measurement and the patient’s specific geometry models. Often, this method is used
to noninvasively identify the origin of a premature ventricular contraction (PVC) [1]. In clinical
practice, the application of many electrodes on the patient’s torso is challenging. Sometimes, in-
formation from some electrodes is missing in the recording and thus current research is focused
to identify the influence of individual electrodes on the inverse localization of the PVC origin.
This influence was evaluated from the parameters obtained from the measured signals on the
patient’s torso such as potential gradient [2] and signal power [3]. A transfer matrix is another
necessary input for the inverse solution in addition to the measured ECG signals. Therefore, the
objective of this study is to identify important electrodes for the forward and inverse problem
using the singular value decomposition (SVD) of the patient-specific transfer matrix.

2. Subject and Methods
This study explores four multi-lead ECG datasets recorded during ventricular pacing available
via the EDGAR database [4], specifically animal torso tank experiments (Utah tank 1, Utah
tank 2, Bordeaux tank) and measurement on human (Bratislava human). For this study, available
geometry models of the torso and heart as well as the defined positions of the torso electrodes
and ventricular pacing electrodes were used. Bratislava human geometry data were constructed
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Table 1: Number of torso electrodes, number of nodes on heart and torso mesh and size of the transfer
matrix.

Dataset Num. of torso
electrodes [-]

Num. of nodes
Heart [-]

Num. of nodes
Torso [-]

Transfer matrix
size [-]

Utah tank 1 192 (12 x 16) 247 771 192 x 741
Utah tank 2 192 (12 x 16) 337 771 192 x 1011
Bordeaux tank 128 (irregular) 894 4002 128 x 2682
Bratislava human 128 (8 x 16) 1528 1773 128 x 4584

from available CT scans by using TomoCon PACS® software. The number of torso electrodes
as well as the number of nodes of the individual torso and heart geometries are shown in Table 1.
From available geometries, corresponding transfer matrices were calculated.

Let us consider a homogeneous volume conductor bounded by body surface SB and equiva-
lent heart generator HG. Solution of the forward problem enables to compute electric potentials
on the body surface SB generated by the equivalent heart generator HG and is expressed as a
linear equation

ΦB = T HG, (1)

where ΦB is a vector of electric potentials calculated on the body surface, T is a transfer matrix
and HG is a vector of heart electric sources. A single dipole is used as an elementary heart
source. The transfer matrix T is computed using the boundary element method and reflects the
geometrical and electrical properties of the torso volume conductor. It can be viewed as a linear
operator transferring the data from the heart to the torso. The size of the transfer matrix T is
m×3∗n where m represents the number of electrodes attached to the torso and n represents the
number of heart dipoles with the three orthogonal components of dipole moment. Let A be a
submatrix of the transfer matrix T corresponding to a single heart dipole with size m× 3. The
SVD of the matrix A is written as

A =UΣV T , (2)

where U (size m×m) and V (size 3×3) are orthogonal matrices and Σ (size m×3) is a rectan-
gular matrix with zeros outside of the diagonal and nonnegative singular values on the diagonal
where σi is the ith diagonal entry of Σ [5]. The rank r of the matrix A is at most 3 and it is
determined by the number of positive singular values. To determine the observability of the
corresponding source on the torso surface, columns of matrix U will be used. For a lead k
(1≤ k ≤ m) its weighted observability wk for the forward problem is calculated as follows

wk =
3

∑
i=1
|uki|σi, (3)

where uki is the kth element of the ith column vector of U . Weighted observabilities wk calcu-
lated for all leads k = 1,2, . . . ,m, are then sorted in the descending order to identify leads with
the highest observability for the given position of the heart generator.

Solution of the inverse problem estimates equivalent electric heart generator HG on the heart
surface/volume from the measured body surface potentials ΦB as

HG = T+
ΦB, (4)

where T+ is a pseudoinverse of the transfer matrix T [1]. Let A be a submatrix of the transfer
matrix T representing one heart dipole with size m×3, then the pseudoinverse A+ is written as

A+ =V Σ
−1UT , (5)
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Fig. 1: The 20% of the most significant leads for the forward and inverse solution and real pacing elec-
trode position (blue mark) - a) Utah tank 1, b) Utah tank 2, c) Bordeaux tank, d) Bratislava human.

considering that matrices U and V are orthogonal and U−1 =UT and V−1 =V T [5]. Reciprocals
of the non-zero entries in the diagonal are taken to obtain Σ−1. As before, the columns of
U (rows of UT ) will be used to evaluate the weighted contribution of a specific lead to the
inverse solution. For a lead k (1≤ k ≤ m) its weighted contribution vk to the inverse problem is
calculated as

vk =
3

∑
i=1

1
σi
|uki|. (6)

Again, the weighted contributions calculated for all leads are sorted in the descending order to
identify the most significant leads for the inverse solution.

3. Results
We investigated the most significant ECG electrodes derived from the SVD of the transfer ma-
trix i.e., leads with the highest observability on the torso for the forward problem and leads
with the highest contribution to the inversely computed equivalent heart generator. First, we
examined the position of the most significant leads on the torso for the known position of the
ventricular pacing electrode. In Figure 1 we depict the first 20% of the most significant leads
for the forward and inverse solution (38 leads for Utah tank 1 and Utah tank 2 and 26 leads
for Bordeaux tank and Bratislava human) in a red colour scale. As can be seen from Figure 1,
the positions of the most significant leads on the torso vary between datasets and depend on the
placement of the heart in the chest as well as on the position of the pacing site. The positions of
the first 20% of the most significant electrodes for the forward and inverse problem differ by 0%
for Bratislava human, 5% for Utah tank 2, 15% for Bordeaux tank and 16% for Utah Tank 2.

Further, we used Bratislava human data for a more detailed examination of the position of
significant leads for the inverse solution with respect to different positions of the origin of ven-
tricular activity (dipole positions). The results are shown in Figure 2. The positions of the most
significant leads strongly depend on the position of the dipole as an equivalent heart generator.
Figure 2 shows that the most significant leads for the inverse solution could be located also on
the patient’s back if the dipole is located on the left ventricular free wall.

4. Discussion and Conclusion
The study explores the positions of significant leads on the torso for the solution of the forward
and inverse problem. The significance of the leads was determined using the SVD of the transfer
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Fig. 2: The 20% of the most significant leads (Bratislava human data) for the inverse solution and different
positions of dipole (blue mark) - from left: right ventricle superior, left ventricle superior, left ventricle
inferior, right ventricle inferior.

matrix. The results demonstrate that the positions of the most significant leads depend on the
heart position in the chest and differs between patients. Moreover, the study demonstrates that
the positions of the most significant leads depend on the position of the dipole as an equivalent
heart generator which can represent the origin of the PVC.

The results confirm the importance of using multi-lead ECG with a patient-specific geometry
for the inverse solution since the heart-torso geometry and the position of the origin of ventric-
ular activity are not known in advance. This study showed that the positions within 20% of the
most significant electrodes for the forward and inverse problem differ from 0% to 16%. These
differences could be caused by the non-regularity of the transfer matrix. The results of the study
should be considered when some electrodes in the recordings are missing. In future studies,
we will investigate how the significant electrodes influence the inverse localisation of the PVC
origin.
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Abstract. Stochastic fractals of the 1/f noise type are an important manifestation of the brain’s
electrical activity and other real-world complex systems. Fractal complexity can be successfully
estimated by methods such as the Higuchi method and detrended fluctuation analysis (DFA).
In this study, we show that if, as with the EEG, the signal is a combination of fractal and
oscillation, the estimates of fractal characteristics will be inaccurate. On our test data, DFA
overestimated the fractal dimension, while the Higuchi method led to underestimation in the
presence of high-amplitude, densely sampled oscillations.

Keywords: Fractal, 1/f Noise, Higuchi Dimension, Detrended Fluctuations Analysis, EEG

1. Introduction
Electroencephalogram (EEG) is the recording of the electrical activity of the brain, and its
analysis is of importance for improving our understanding of the human brain’s functions and
pathology. In addition to the apparent oscillating character, EEG is also a fractal or 1/ f β noise,
which is an indication of scale-free underlying dynamics. It is known that fractal characteristics
such as fractal dimension (D), spectral power-law slope β , and Hurst exponent (H), are nicely
related:

D = 2−H = 5−β

2 , for 1≤ β ≤ 3, [1].

The consequence is that if you estimate one of the characteristics, you also get the others. In
this study, we will estimate D and the Hurst exponent.

The fractal characteristics of the EEG signal have proven to be particularly effective in recog-
nizing the onset of epileptic seizures [2], classifying sleep stages [3], and many other applica-
tions. There are several ways to estimate D from a time series. We will focus on two commonly
used approaches, the Higuchi method [4] and detrended fluctuation analysis [5]. The methods
are tailored for fractal signals to capture statistical self-similarity when examining signals at
different scales. They are usually applied to discrete measured values, and their performance is
affected by factors such as data length, sampling frequency, or measurement noise [1], [6].

In this paper, we are interested in how Higuchi dimension and DFA perform if the signal is not
a pure fractal, but also has a strong rhythmic component. This is motivated by the uncertainty
surrounding fractal analysis of EEGs, which are typical examples of signals that combine self-
affinity with oscillations (the well-known delta, theta, alpha, beta and gamma waves). We will
create synthetic signals as the sums of sine functions and fractional Brownian motion (fBm) as a
representative of a stochastic monofractal. We will consider different amplitudes for oscillations
and various sampling of final signals and ask under what conditions, if at all, the presence of
the rhythmic part distorts the estimate of fractal complexity.

2. Subject and Methods
Fractional Brownian Motion

Fractional Brownian motion is a stochastic process, defined as:
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Fig. 1: 10000 points of fBm signal of D = 1.5 for time [0,100s] (on the left) and combination of the
same fractal and sine of amplitude 1 (in the middle). The right figure shows the ln-ln representation of
the power spectrum with a visible peak representing the sine frequency.

Z(t) d
=WtH , t > 0,

where W ∼ N (0,1) and H ∈ (0,1) is called the Hurst exponent. The process is self-affine,
meaning that:

X(λ t) d
= λ

HX(t), t ≥ 0,

where λ > 0, and d
= denotes equality in distribution. FBm is a non-stationary process with

stationary increments, which are negatively correlated for H < 0.5, and positively correlated
for H > 0.5. Its fractal dimension D is related to the Hurst exponent via the formula D = 2−H.

Data

We will investigate the performance of the methods on three types of data: pure sine, fBm with
varying dimensions and the conceptual synthetic EEG signal, given as their combination:

sEEG = f Bm(t)+A× sin(2π fsint),

where the frequency fsin = 2.0063 was randomly chosen (in order to avoid potential numerical
problems with frequency exactly equal to 2). We consider two amplitudes A = {1,0.2} and the
fBm element of the signal will have three values of dimensions D = {1.2,1.5,1.8}. For the
purpose of this paper, we will present only the results for the variant with D = 1.5. We will
use 10000 data points. Since the fBm is self-similar, the sampling frequency does not have an
impact on the estimated dimensions of pure fBm. On the other hand, in the case of sine, we will
test sampling of approximately 500, 50 and 5 points per period.

The fBm signals were generated by an exact algorithm from Davies and Harte [7]. Example
of our synthetic test data is shown in Figure 1.

Higuchi method

Higuchi method, introduced in [4], estimates how the fluctuations of the fractal curve change
with a reduced sampling of the data. More specifically, given a time series X(1),X(2), . . . ,X(N),
one constructs a reduced time series Xm

k that includes only every k-th point, starting from the
m-th (m = 1,2, . . . ,k) position:

Xm
k : X(m),X(m+ k),X(m+2k), . . .X

(
m+

⌊N−m
k

⌋
k
)
.

Then, the length of the curve Lm
k is calculated:

Lm
k = ∑

⌊
N−m

k

⌋
i=1 |X(m+ ik)−X(m+(i−1)k)|× N−1⌊

N−m
k

⌋
k2
.
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Fig. 2: Boxplots of estimates of fractal dimension D for 100 fBm’s of length of 10000 points, generated
by Davies and Harte algorithm. Results for Higuchi method (on the left) and DFA (on the right).

From Lm
k , the average curve length L(k) = 1

k ∑
k
m=1 Lm

k can be found. Finally, one observes the
following scaling for fractal signals L(k)∼ k−D, where D is the fractal dimension.

When applying the algorithm, the range of the values of k needs to be determined. We will set
the range to k = {1,2, . . .kmax} and investigated how the choice of kmax influences the estimates.

Detrended Fluctuation Analysis

The DFA method, first introduced by Peng et al. [5], is a scaling analysis method that is suitable
also for non-stationary signals. The output of the method is an exponent α, which for fBm is
related to the Hurst exponent through α = H +1 [5].

The method consists of the following steps. Let us consider a time series X(1),X(2), . . . ,X(N).
First, one constructs a cumulative sum with subtracted mean 〈X〉= 1

N ∑
N
i=1 X(i):

Y (i) =
N

∑
i=1

(X(i)−〈X〉).

Next, the signal is divided into non-overlapping boxes of size l, and in them, we calculate the
local trend by using the linear least-squares fit. Then, we detrend the data in each box and
calculate the root mean square of the detrended time series Yl(i):

F(l) =

√
1
N

N

∑
i=1

Yl(i)2.

Finally, the scaling is determined by an exponent α: F(l) ∼ lα . The considered box sizes l
should be 4 < l and l < N/4 [5]. To investigate this parameter, we chose various ranges of box
(window) size.

3. Results and Discussion
The results of the application of the Higuchi method and DFA on the fBm signal with D = 1.5
are summarized in Figure 2. The results for the combination of fBm (D=1.5) and sine can be
found in Figure 3. Window size parameter i represents the considered range of box sizes in
DFA, for a given i we considered box sizes {i, i+ 1, . . . ,N/i}, where the length of the signal
is N = 10000. We can notice that using the Higuchi method, the estimates of D of pure fBm
are more accurate than using DFA. The best choice for kmax lies in the range of 5−10, and for
DFA, larger window sizes performed better.

In Figure 3, we can see that while DFA overestimates the dimension in the presence of densely
sampled high-amplitude oscillations, Higuchi method does so in sparse sampling.

EEG signals combine both arrhythmic (fractal) and rhythmic activities that are likely to have
different origins. However, both have proven useful in brain research, and it is, therefore, im-
portant to characterize them as accurately as possible. The two time-domain methods used here
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Fig. 3: Average error of dimension estimation for 100 fBm signals (D = 1.5)+sine signal. 500,50 or 5
samples per period and varying parameters kmax and window size of Higuchi and DFA methods are used.
The colors indicate an underestimation (blue) or an overestimation (red) of the D estimates.

approach the estimation of fractal complexity differently, and - as we found in this study - they
also react differently to the presence of an oscillatory component.

The question for future research is whether we can estimate the fractal characteristics of
such signals as EEG better after separating the rhythmic and arrhythmic components in the
frequency domain, for example, by the method from [8]. Fractal measures are then derived
from the spectral power-law slope β , which is not the most accurate method for pure fractals
[6], but could become the recommended choice for fractals with added oscillations.
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Abstract. Researchers of different fields attempt to characterize time series in complex sys-
tems. In this comparative study, the behaviour of two well-known complexity methods called
multifractal detrended fluctuation analysis (MFDFA) and Chhabra-Jensen (CJ) method was in-
vestigated. The results showed that the width of the singularity spectrum, as the main factor
of complexity, for both deterministic and stochastic binomial data could be properly estimated
by MFDFA and the CJ method. The symmetric assumption about the singularity spectrum of
stochastic binomial data was reflected by both methods, for deterministic data, it was more
closely followed by the CJ method. Moreover, the results indicated CJ cannot track the singu-
larity spectrum of monofractal data properly as compared with MFDFA.

Keywords: Multifractal Detrended Fluctuation Analysis, Chhabra-Jensen Method, Binomial
Multifractal Model

1. Introduction
In recent years fractal geometry has emerged as a powerful platform for describing natural phe-
nomena. Several techniques currently exist for analyzing data drawn from fractal systems such
as geophysics (river runoff), physiology and medicine (DNA sequences), and econophysics
(stock prices) [2]. However, multifractal structures cannot be represented by a single exponent,
thus, they require a continuous spectrum of exponents [3]. Many algorithms have been devel-
oped to represent the multifractal scaling behaviour of time series. Multifractality in time series
is generally classified into two types, the first one relates to the broad probability density func-
tion and the second to different long-range correlations of the small and large fluctuations [2].

This study compares the accuracy of the CJ method and MFDFA in estimating the complexity
of binomial multifractal data, Weierstrass function data, and fractional Brownian motion data.
These results can be insightful in different domain areas.

2. Subject and Methods
One of the well-known tools for generating multifractal data is the binomial multifractal model
[1] in which elements are constructed according to

xk = an(k−1)(1−a)nmax−n(k−1) (1)

where a parameter is restricted to 0.5 < a < 1, k parameter is defined as k = 1, ...,2nmax and n(k)
is an operator that calculates sum of digits equal to 1 in the binary representation of k.

We will also use monofractals for testing, namely the Weierstrass function (Wf) and fractional
Brownian motion (fBm). The Weierstrass function, as everywhere continuous and nowhere dif-
ferentiable function, has been used for modelling monofractal time series. Fractional Brownian
motion is also suggested to generate self-affine time series [1].
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Fig. 1: (A) Deterministic binomial data with a = 0.75 and nmax = 16; (B) Stochastic binomial data with a = 0.75
and nmax = 16

Multifractal detrended fluctuation analysis is a generalization of the conventional detrended
fluctuation analysis (DFA) via the standard partition function concept. It determines the singu-
larity spectrum through the Legendre transform [2].

The Chhabra-Jensen method is utilized as a direct method which, unlike MFDFA, does not
use Legendre transformations. It consists of calculating normalized probabilities and subse-
quently obtaining a multifractal spectrum [3]. The width of the singularity spectrum, ∆(α) =
αmax −αmin, is a measure of the time series’ complexity. The more complex the time series,
the wider the spectrum. Very narrow width is an indication that the data are monofractal or
non-fractal instead of multifractal.

3. Results
Generating Binomial Cascade

The deterministic and stochastic test data were generated by the binomial multifractal model
with parameters nmax and a set to 16 and 0.75, respectively (Figure 1).

Chhabra-Jensen Method vs. MFDFA

For drawing comparison between MFDFA and CJ, multifractal spectrum and the q-order Hurst
exponent were plotted (Figure 2).
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Fig. 2: MFDFA against CJ singularity spectrum of (A) the deterministic binomial multifractal data with a = 0.75,
(C) the stochastic binomial multifractal data with a = 0.75, MFDFA against CJ plots of hq vs. q calculated for
(B) the deterministic binomial multifractal data with a = 0.75, (D) the stochastic binomial multifractal data with
a = 0.75.
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Fig. 3: CJ singularity spectrum of (A) the deterministic binomial multifractal data with a = 0.75 against its
shuffled, (C) the stochastic binomial multifractal data with a = 0.75 against its shuffled. CJ plots of hq vs. q
calculated for (B) the deterministic binomial multifractal data with a = 0.75 against its shuffled, (D) the stochastic
binomial multifractal data with a = 0.75 against its shuffled.
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Fig. 4: MFDFA singularity spectrum of (A) the deterministic binomial multifractal data with a = 0.6 against its
shuffled, (C) the stochastic binomial multifractal data with a = 0.6 against its shuffled. MFDFA plots of hq vs. q
calculated for (B) the deterministic binomial multifractal data with a = 0.6 against its shuffled, (D) the stochastic
binomial multifractal data with a = 0.6 against its shuffled.

Binomial Data vs. Shuffled

The original order of the data points was shuffled to remove correlations and measured the
singularity spectrum to investigate the effect of correlation on the multifractality. Removing the
correlations by shuffling influenced the singularity spectrum of the data generated with a= 0.75
(Figure 3), but not the singularity spectrum of the data generated with a = 0.6 (Figure 4).

Multifractal vs. Monofractal

Figure 5 enables us to compare the width of the singularity spectra for monofractal and mul-
tifractal data. This figure shows considerable differences between the width of the singular-
ity spectrum of binomial multifractal data and data generated with the Weierstrass function
(D = 1.4).
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Fig. 5: MFDFA singularity spectra of (A) the deterministic binomial multifractal data with a = 0.75 and Wf with
D = 1.4, (B) the stochastic binomial multifractal data with a = 0.75 and Wf with D = 1.4, (C) MFDMA plots of
hq vs. q calculated for both binomial multifractal data with a = 0.75 and Wf with D = 1.4.
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Fig. 6: MFDFA singularity spectra of (A) Wf data, (C) fBm data. CJ singularity spectra of (B) Wf data, (D) fBm
data

Monofractals

Tables 1 and 2 report α(q = 2), Hurst exponent and fractal dimension of Wf and fBm by
MFDFA. The α(q = 2) between 0 and 1 means that the time series is produced by a stationary
process and H = α , α(q = 2) between 1 and 2 means non-stationary process and H = α − 1,
D= 2−H [2]. As was mentioned earlier, it is expected that both methods estimate a very narrow
width of the singularity spectrum in which MFDFA outperformed CJ.

Table 1: MFDFA dimension estimations
of the Wf tested data.

exact
dimension

α(q = 2) Hurst ex-
ponent

fractal di-
mension

1.2 1.7334 0.7334 1.2666
1.4 1.5715 0.5715 1.4285
1.6 1.3835 0.3835 1.6165
1.8 1.1845 0.1845 1.8155

Table 2: MFDFA dimension estimations
of the fBm tested data.

exact
dimension

α(q = 2) Hurst ex-
ponent

fractal di-
mension

1.2 1.7609 0.7609 1.2391
1.4 1.6123 0.6123 1.3877
1.6 1.3526 0.3526 1.6474
1.8 1.1700 0.1700 1.8300

4. Discussion
This study has compared MFDFA and CJ on multifractal and monofractal data. To this end,
multifractal data was generated with a binomial model and monofractal data was generated with
Wf and fBm. According to theoretical calculations, it is expected that both the deterministic and
stochastic data are represented by ∆(α) ≈ 1.58, h(−∞) = 0.4 and h(−∞) = 2, complexity in-
dices, when the value of a is equal to 0.75. As shown in Figure 4, both MFDFA and CJ analyses
could achieve satisfactory results. The obtained results from the CJ analysis revealed that this
method could mostly follow the symmetric singularity spectrum assumption, as expected. CJ
can produce misleading results concerning monofractal data.
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Abstract. The paper presents preliminary research results on the estimation errors of parame-
ters associated with individual voltage fluctuations sources using selected decomposition meth-
ods, i.e. Empirical Mode Decomposition (EMD), Empirical Wavelet Transform (EWT), En-
hanced Empirical Wavelet Transform (EEWT). The estimated parameters are the rate of changes
in the operating state of disturbing loads and the voltage changes values caused by a particular
source of the disturbance. The decomposition of the voltage modulating signal, assuming that
the voltage fluctuations can be identified with the amplitude modulation without the suppressed
carrier wave, was used for estimation. The paper presents the results of experimental studies
that allow comparing the accuracy of the estimation errors of parameters associated with indi-
vidual voltage fluctuations sources using selected decomposition methods. Experimental studies
were included typical sources of voltage fluctuations that cause fast voltage changes.

Keywords: Decomposition, Demodulation, Power Quality, Voltage Fluctuations

1. Introduction
One of the typical disturbances in the power grid is voltage fluctuations, which can be defined
as fast changes in the maximum or rms value of a voltage [1]. Voltage fluctuations can cause
flicker and the incorrect operation of loads supplied from the power grid. Hence, it is important
to locate such loads to eliminate the interference they cause [2, 3].

The change in the maximum value of the voltage at time Um(t) in a stiff power grid can be
identified with the change in the envelope of the amplitude modulated (AM) voltage (without the
suppressed carrier wave) [4, 5]. This assumption is used in the signal chain of flickermeter [6, 7],
allowing the measurement of indicators of short-term and long-term flicker. Typically, change
in the voltage envelope is the result of the impact of many sources of voltage fluctuations, so the
AM modulating signal is the resultant signal. The decomposition of the AM modulating signal
or the voltage envelope allows selective location sources of voltage fluctuations by assessing the
propagation of voltage changes associated with the individual voltage fluctuation sources [8].

The paper presents research results, assessing the diagnostic possibilities of decomposition
(Empirical Mode Decomposition (EMD) [9], Empirical Wavelet Transform (EWT) [10] or En-
hanced Empirical Wavelet Transform (EEWT) [11]) for the estimation of selected parameters
(the rate of changes fm in the operating state of disturbing loads and the voltage changes values
(δU/Um) caused by a particular source of disturbance), which are associated with the individ-
ual sources of voltage fluctuations. In the experimental research, the rectangular shape with an
asymmetrical duty cycle was considered, because most voltage fluctuations are caused by rapid
voltage changes [12, 8, 13].

2. Identification of Parameters Associated With Voltage Fluctuation Sources
The identification algorithm is precisely discussed in [8], where the EEWT algorithm is used to
decompose the modulating signal [14]. However, it does not discuss the impact of the decom-
position method on the accuracy of identification of selected parameters. Hence, an attempt
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is made to evaluate the estimation errors of selected parameters depending on the selected
method of decomposition in the signal chain of the identification algorithm [8]. Fig. 1 shows the
waveform of the voltage envelope in case of occurring one source of voltage fluctuations, with
marked considered parameters associated with its operation. In the case of independent oper-
ation of more sources of disturbance, the modulating signal or voltage envelope is the sum of
signals associated with individual sources [12, 8]. Voltage fluctuations with the shape shown in
Figure 1 are typical disturbance and result from cyclic switching on and off of loads [8, 13, 12].

t

switching on of LOAD

switching off of LOAD

δU
t
ON

t
OFF

T =1/f
m m

U
(

)
t

[-
]

m

Fig. 1: The example of a voltage envelope with variation caused by cyclic switching on and off of load

3. Research Results
To compare the estimation error of amplitude and frequency of voltage changes associated with
the specific disturbing loads, the following coefficients are assumed: kc/k and fmc/ fm assessing
the decomposition accuracy for correct estimation of the amplitude (δU /Um=2k) and frequency
respectively, of voltage changes caused by individual sources of disturbance, where kc and fmc
are respectively the amplitude and frequency of the estimated components of the modulation
signal. For ideal decomposition, the kc/k and fmc/ fm should be equal to one.

In experimental studies, voltage fluctuations were modeled in accordance with the equation:

u(t) =
√

2Uc sin(2π fct) [1+umod1(t)+umod2(t)] , (1)

where Uc=230V, fc=50Hz. In the research it was assumed that the components of modulating
signal (umod1(t) and umod2(t)) are rectangular signals with a duty cycle δ = tON/(tON + tOFF),
described by the equation:

umodi(t) =
{

ki lTmi < t < lTmi + tON
−ki lTmi + tON ≤ t ≤ (l +1)Tmi

, (2)

where: i=1,2; ki and Tmi=1/ fmi is respectively the amplitude and period of the modulation signal
associated with the i-th source of voltage fluctuations, and l is any natural number.

To evaluate the accuracy of the estimation of selected parameters using the EMD, EWT
and EEWT decomposition, the following parameters of the component signals were assumed:
k2=0.025 (depth of modulation of 5%), k1 ∈ [0.005 (depth modulation of 2%); 0.05 (depth mod-
ulation of 10%)], fm2=2Hz, fm1 ∈ [0.01;50] Hz, δ2=50%, δ1 ∈ {10%, 30%, 50%, 70%, 90%}.

In experimental research, using an arbitrary generator in PicoScope 5444d, a sinusoidal sig-
nal with fc=50Hz (carrier signal) was AM modulated (without suppressed carrier wave) with
signal described by equation (1). Using the amplifier built into CHROMA 61502, the modu-
lated signal was amplified to the voltage level in the low voltage network (the gain was selected
in such a way that the rms value of voltage Uc without modulation (carrier signal), was equal
to the nominal value of voltage in the low voltage network). The amplified voltage signal was
recorded using the measuring card PicoScope 5444d. For the recorded signal, the amplitude
and frequency of individual components of the modulation signal (associated with individual
disturbing loads), obtained from the decomposition were estimated.
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Figure 2 shows an example of an given component signal umod1(t) with fm1=5Hz, k1=0,025,
and δ1=90%; and its estimation obtained using EMD, EWT and EEWT. Estimated parameters
k1c and fm1c associated with selected disturbing load are marked on the presented waveforms.
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Fig. 2: The example of the given component signal umod1(t) with fm1=5Hz, k1=0,025, and δ1=90% (a);
and its estimation obtained using EMD (b), EWT (c) and EEWT (d)

Figures. 3 shows the characteristics k1c/k1=f( fm1) and fm1c/ fm1=f( fm1) for umod1(t) with
the amplitude of k1 = 0,05 and with the duty cycle of δ1 ∈{50%, 90%}. The characteristics
kc/k=f( fm1) and fmc/ fm=f( fm1) for umod2(t), and for umod1(t) with other parameters k1 and δ1,
are omitted, because the tendency of error for these cases are coincided with the presented
results.
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Fig. 3: (a) The characteristic fm1c/ fm1 = f( fm1;k1 = 0,05;δ1 = 50%; fm2 = 2Hz;k2 = 0,025;δ2 = 50%);
(b) The characteristic k1c/k1 = f( fm1;k1 = 0,05;δ1 = 50%; fm2 = 2Hz;k2 = 0,025;δ2 = 50%);
(c) The characteristic fm1c/ fm1 = f( fm1;k1 = 0,05;δ1 = 90%; fm2 = 2Hz;k2 = 0,025;δ2 = 50%);
(d) The characteristic k1c/k1 = f( fm1;k1 = 0,05;δ1 = 90%; fm2 = 2Hz;k2 = 0,025;δ2 = 50%)

4. Discussion and Conclusions
The best estimation of the selected parameters is achieved when both component signals have
the duty cycle of 50%. In this case, the fundamental harmonic in the spectrum of the compo-
nent signal is dominant. If the fundamental harmonic in the spectrum of the component signal
is significantly lower than the higher harmonics (δ1 ∈{10%, 90%}), the decomposition error in-
creases. If additionally fm1 ≈ fm2, the shape of the estimated component signals is significantly
distorted and maximal errors of estimation of the desired parameters occur. The maximum error
mainly depends on the contribution of the fundamental harmonic in the spectrum of the compo-
nent signal (duty cycle δ ). If the frequency of the component signals is equal ( fm1 = fm2), the
individual component signals are not detected.
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The estimation error of amplitude of the voltage changes δU /Um=2k caused by the specific
disturbing loads, is greater than the frequency estimation error because of rapid changes Gibbs
effect has occurred. For the EEWT and EWT methods, the error does not depend on the ampli-
tude value of the component signal, unlike the EMD method. For the EMD method, as the value
of the amplitude of the component signal decreases, the inaccuracy of the estimation of consid-
ered parameters for this component signal increases. This is dangerous because in practice the
relative amplitude of the voltage changes δU /Um caused by the individual disturbing loads are
small (k�1). For the EWT method, the amplitude estimation error is much greater than for the
EEWT method.

The EEWT method does not cause data redundancy, which is for EWT and EMD methods.
The EMD decomposition creates redundant signals resulting from the operation of the algo-
rithm, that does not have a physical interpretation. The data redundancy in EWT method results
from the incorrect division of the spectrum of AM modulating signal. Thus, several EWT re-
sult signals can create one real signal associated with the source of voltage fluctuations. Fur-
thermore, EMD and EWT causes excessive changes (Figure 2), which may result in incorrect
locating of the disturbing load in the power grid.

References
[1] (2016) IEV number 161-08-05, Voltage fluctuation. [Online]. Available: http://www.

electropedia.org/

[2] Wiczynski G. (2020). Determining location of voltage fluctuation source in radial power
grid. Electric Power Systems Research, 180, art. no. 106069.

[3] Otomanski P., et al. (2011). The usage of voltage and current fluctuation for localization
ofdisturbing loads supplied from power grid. Przeglad Elektrotechniczny, 87(1), 107–111.

[4] Wiczynski G. (2017). Estimation of Pst indicator values on the basis of voltage fluctuation
indices. IEEE Transactions on Instrumentation and Measurement, 66(8), 2046–2055.

[5] Wiczynski G. (2010). Analysis of flickermeter’s signal chain for input signal with two
sub/interharmonics. Przeglad Elektrotechniczny, 86(4), 328–335.

[6] Majchrzak J., Wiczynski G. (2012). Basic Characteristics of IEC Flickermeter Processing.
Modelling and Simulation in Engineering, 2012, art. no. 362849.

[7] Wiczynski G. (2009). A Model of the Flickermeter for Frequency Modulation of the Input
Voltage. IEEE Trans. on Instrumentation and Measurement, 58(7), 2139–2144.

[8] Kuwalek P. (2021). Estimation of Parameters Associated With Individual Sources of Volt-
age Fluctuations. IEEE Transactions on Power Delivery, 36(1), 351–361.

[9] Onal Y., Gerek O.N., Ece D.G (2016). Empirical mode decomposition application for
short-therm flicker severity. TTurkish Journal of Electrical Engineering & Computer Sci-
ences, 24, 499–509.

[10] Gilles J. (2013). Empirical Wavelet Transform. IEEE Transactions on Signal Processing,
61(16), 3999–4010.

[11] Hu Y., et al. (2017). An Enhanced Empirical Wavelet Transform for noisy and non-
stationary signal processing. Digital Signal Processing, 60, 220–229.

[12] Wiczynski G. (2017). Estimation of Pst indicator value for a simultaneous influence of
two disturbing loads. Electric Power Systems Research, 147, 97–104.

[13] Kuwalek P., Jesko W. (2020). Recreation of Voltage Fluctuation Using Basic Parameters
Measured in the Power Grid. Journal of Electrical Engineering & Technology, 15(2), 601–
609.

[14] Kuwalek P. (2020). AM Modulation Signal Estimation Allowing Further Research on
Sources of Voltage Fluctuations. IEEE Transactions on Industrial Electronics, 67(8),
6937–6945.

MEASUREMENT 2021, Proceedings of the 13th International Conference, Smolenice, Slovakia

104

http://www.electropedia.org/
http://www.electropedia.org/


Determination of the Exact Confidence Intervals for Parameters in a
Model of Direct Measurements With Independent Random Errors

1Gejza Wimmer, 2Viktor Witkovský

1Mathematical Institute, Slovak Academy of Sciences, Bratislava, Slovak Republic
2Institute of Measurement Science, Slovak Academy of Sciences, Bratislava, Slovak Republic

Email: wimmer@mat.savba.sk

Abstract. Presented is a simple real-data example with analysis of direct pressure measurements
by electronic pressure transducer sensors, which illustrates our new method for obtaining exact
confidence intervals for the unknown parameters in linear regression models. The method as-
sumes that the errors are expressible as linear combinations of independent random variables
with known, however, not necessarily normal distributions. The suggested method for calculat-
ing the confidence intervals in linear regression models with possible parameter constraints is
based on the application of the characteristic function approach (CFA).
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Exact Distribution of Parameter Estimator, Confidence Interval, Characteristic Function Ap-
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1. Introduction
In [3], we have suggested a general method for computing the exact probability distribution of
the best linear unbiased estimator (BLUE) of a linear combination of the unknown model pa-
rameters in linear regression model with possible constraints. The proposed method is based on
the assumption that the model errors, i.e., the measurement errors and the systematic errors or
other possible sources of uncertainty determined by the Type A and Type B evaluation methods,
see [1], are expressible as linear combinations of known independent random variables, which
are not necessarily normally distributed. The suggested method is based on using the character-
istic function approach (CFA), see [4], which has some advantages over the standard alternative
approach based on using the Monte Carlo method (MCM) suggested in [2].

Here we apply the general approach to the specific situation. In this paper, we are interested
in computing the exact confidence intervals for the linear combination of the model parameters
in the most simple but frequently occurred statistical model of direct measurements. Using the
observed data and based on using the CFA, calculated are the realizations of the exact 95%
confidence intervals for all individual parameters, which represent the measurand values (the
true pressures of the measured objects).

2. Subject and Methods
Uncertainty Analysis of Direct Pressure Measurements
We present a simple real-data example of uncertainty analysis of direct pressure measurements
by using electronic pressure transducer sensors measurements and by using the general method
for computing the exact probability distribution of a linear combination of BLUE in linear
regression model. Here we study the measurement application of the Cerabar PMP51 (PMP51-
2154/0, Endres and Hauser Cerbar M) digital pressure transmitter with welded metal membrane
suitable for measurement in gases, steam, or liquids, typically used in process and hygiene appli-
cations for pressure, level, volume, or mass measurement in liquids or gases. PMP51 is designed
for high-pressure applications up to 400 bar. The presented data (experimental measurements)
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were obtained at the laboratory of the Faculty of Mechanical Engineering of the Slovak Univer-
sity of Technology in Bratislava.

Let P1,P2, . . . ,P7 denote the measured objects (seven measurands) with given suitable pres-
sure values and let β1,β2, . . . ,β7 represent the true (unknown) values of these measurands. The
measurements were performed by the pressure transducer PMP51-2154/0 with measuring range
(0 to 10)MPa for pressure range (0 to 4)MPa with current output (4 to 10)mA. The values of
the pressure transducer PMP51-2154/0 were directly measured with the multimeter Picotest
M3500A.

In accordance with [3], by Y ∗ = (Y∗1 , . . . ,Y
∗
7)′ we shall denote the (random) vector of the

measurements and by ε1 = (ε1,1, ε1,2, . . . , ε1,7)′ the random vector of errors representing the vari-
ability of the transducer values, assumed to be normally distributed with zero mean and known
variance σ2, (here, the value σ2 = 0.0000071 was specified by expert knowledge from pre-
vious repeated experiments), i.e., ε1 ∼ N(0,σ2I). Further, in measuring the quantities βi, i =

1,2, . . . ,7, the pressure transducer has systematic errors (effects specified by the manufacturer),
δ2,i +βi ε2,i, where δ2,i denote the known biases of these systematic errors and ε2,i = ε2 for all
i = 1,2, . . . ,7. Here we have δ2,i = δ2 = 0 and ε2 has symmetric rectangular distribution on the in-
terval (−0.0005,0.0005), i.e., ε2 ∼ R(−0.0005,0.0005). Hence, βi ε2 ∼ βi R(−0.0005,0.0005) or
βi ε2 ∼ 0.0005βi R(−1,1). Similarly, in measuring the quantities βi, i = 1,2, . . . ,7, the multime-
ter has systematic errors δ3,i +βi ε3,i, where δ3,i = δ3 = 0 is the known biases of these systematic
errors and ε3,i = ε3 +βi ε4, for all i = 1,2, . . . ,7, with ε3 ∼ 0.080002R(−1,1), ε4 ∼ 0.05R(−1,1).
Please notice, that the random variables ε1,1, ε1,2, . . . , ε1,7, ε2, ε3, ε4 are mutually independent ran-
dom variables with know distributions.

In order to get the model of measurement process in a compact vector-matrix notation con-
sistent with [3], let β = (β1,β2, . . . ,β7)′ denotes the 7-dimensional column vector of the pa-
rameters (true unknown values of the measurands), let δ = (δ′1,δ2,δ3,δ4)′ denotes the 10-
dimensional vector of the known systematic error biases (the pressure transducer systematic
error biases and the multimeter systematic error biases given specified by the expert knowledge),
where δ1 = (δ1,1, . . . ,δ1,7)′ = (0, . . . ,0)′, δ2 = 0, δ3 = 0, and δ4 = 0, and let ε = (ε′1, ε2, ε3, ε4)′ de-
notes the 10-dimensional vector of the input errors, where ε1 ∼ N(0,σ2I) with σ2 = 0.0000071,
ε2 ∼ R(−0.0005,0.0005), ε3 ∼ R(−0.080002,0.080002), and ε4 ∼ R(−0.05,0.05).

Then, the model of the measuring process can be written as

Y ∗ = β+ Z(δ+ ε)
= β+ Z1(δ1 + ε1) + Z2(δ2 + ε2) + Z3(δ3 + ε3) + Z4(δ4 + ε4), (1)

where Z = [Z1,Z2,Z3,Z4] = [I,β,1,β] is a (7 × 10)-dimensional matrix, where I denotes a
(7×7)-dimensional identity matrix and 1 denotes a 7-dimensional column vector of ones. Based
on expert knowledge, the unknown vector β = (β1,β2, . . . ,β7)′ in Z2 and Z4 is substituted
by the vector of known values, λ = (λ1,λ2, . . . ,λ7)′, equal to the realized (observed) values of
the corrected vector of measurements Y = Y ∗ −Zδ, i.e., λ = Yobs = (0.4623,0.9925,1.6046,
2.1970,2.7950,3.3032,3.7653)′. The covariance matrix of the corrected vector of measure-
ments, Σ = cov(Y ), is given by

Σ = cov(Z1ε1) + cov(Z2ε2) + cov(Z3ε3) + cov(Z4ε4)

= 0.0000071 I +
0.00052

3
λλ′+

0.0800022

3
11′+

0.052

3
λλ′. (2)

So, our statistical model of the (corrected) direct pressure measurements is

Y = β+ Zε, (3)

where Z is a known matrix and ε is a vector of independent errors with known distributions.
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3. Results
Computing the Exact Confidence Intervals for βi Using the Characteristic Function Approach
The model (3) is a special case of the general linear regression model with constraints, i.e. model
(3) specified in [3], where we set X = I, A = 0, B = 0, and c = 0. Based on using the general
formula for the BLUE of the model parameters (see the formula (12) in [3]), the BLUE of the
vector parameter β is given by β̂ = Y . So, the BLUE of a linear combination of the unknown
parameters

∑7
i=1 dβiβi = d′

β
β, say d̂′

β
β, is given by d̂′

β
β = d′

β
β̂ = d′

β
Y , and (as BLUE is an

unbiased estimator) its mean value is equal to the true value d′
β
β.

Based on (3), the estimation error d̂′
β
β−d′

β
β = d′

β
(Y −β) is expressible as a linear combi-

nation of independent random variables ε1,1, ε1,2, . . . , ε1,7, ε2, ε3, ε4 with known distributions. In
particular,

d̂′
β
β−d′ββ =

7∑
i=1

dβiε1,i +

 7∑
i=1

dβiλi

ε2 +

 7∑
i=1

dβi

ε3 +

 7∑
i=1

dβiλi

ε4. (4)

Let ωα
2

and ω1−α2
denote the α

2 quantile and the 1− α
2 quantile, respectively, of the distribution

of the random variable d̂′
β
β−d′

β
β, i.e., such that Pr(ωα

2
≤ d̂′

β
β−d′

β
β ≤ ω1−α2

) = 1−α. Hence,
the (random) interval (

d̂′
β
β−ω1−α2

, d̂′
β
β−ωα

2

)
(5)

is the exact (1−α)×100%-confidence interval for the parameter function d′
β
β in the model (3),

that we are looking for.
Let cfε1,1(t),cfε1,2(t), . . . ,cfε1,7(t), cfε2(t), cfε3(t), and cfε4(t) denote the characteristic functions

(CFs) of the random variables ε1,1, ε1,2, . . . , ε1,7, ε2, ε3, and ε4. Then, CF of the random variable
d̂′
β
β−d′

β
β, say cfd̂′

β
β−d′

β
β

(t), is given by

cfd̂′
β
β−d′

β
β

(t) =

7∏
i=1

cfε1,1
(
tdβi

)
× cfε2

t 7∑
i=1

dβiλi

× cfε3

t 7∑
i=1

dβi

× cfε4

t 7∑
i=1

dβiλi

 . (6)

The values of PDF (probability density function) and CDF (cumulative distribution function) of
the random variable d̂′

β
β−d′

β
β can be computed by numerical inversion of its CF, which can

be efficiently calculated by a simple trapezoidal quadrature:

pdfd̂′
β
β−d′

β
β

(y) ≈
δt

π

N∑
j=0

w j<

(
e−it jy cfd̂′

β
β−d′

β
β

(t j)
)
, (7)

cdfd̂′
β
β−d′

β
β

(y) ≈
1
2
−
δt

π

N∑
j=0

w j=


e−it jy cfd̂′

β
β−d′

β
β

(t j)

t j

 , (8)

where N is sufficiently large integer, w j are the trapezoidal quadrature weights ( w0 = wN = 1
2 ,

and w j = 1 for j = 1, . . . ,N −1), t j are equidistant nodes from the interval (0,T ), for sufficiently
large T , and δt = T

N . By<(z) and =(z) we denote real and imaginary part of the complex value z,
respectively. The algorithms have been implemented into the MATLAB characteristic functions
toolbox CharFunTool [4].

In particular, the BLUE of the measurand value βi is β̂i = Yi, and the CF of β̂i−βi is

cfβ̂i−βi
(t) = cfε1,i(t)× cfε2(tλi)× cfε3(t)× cfε4(tλi)

= cfN(0,1)(σt)× cfR(−1,1)(λi0.0005t)× cfR(−1,1)(0.080002t)× cfR(−1,1)(λi0.05t). (9)
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The required quantiles ωα
2

and ω1−α2
can be easily obtained from the CDF which can be eval-

uated for arbitrary values by using (8). In particular, for given α = 0.05, the values of the
0.025-quantile and the 0.975-quantile of the distribution of β̂1 −β1 are −0.0841 and 0.0841,
respectively. Consequently, the observed 95%-confidence interval for β1 is(

Yobs
1 −ω0.975,Yobs

1 −ω0.025
)

= (0.3782,0.5464). (10)

Similarly, the observed 95%-confidence intervals for the remaining parameters βi, i = 2, . . . ,7,
are: (0.8909,1.0941) for β2, (1.4801,1.7291) for β3, (2.0490,2.3450) for β4, (2.6225,2.9675)
for β5, (3.1094,3.4970) for β6, and (3.5518,3.9788) for β7.

Using the covariance matrix of the random vector Y specified in (2), the variance of Yi −βi
is 0.00214054 + 0.000833416λ2

i . So, the standard deviation (standard uncertainty) of β̂1−β1 =

Y1−β1 is uβ̂1−β1
= 0.0482. According to [1], for expressing the uncertainty in measurement, it is

recommended to use the expanded uncertainty which is obtained as a multiple of the combined
standard uncertainty, by a suitably chosen coverage factor k. Under standard assumptions, it is
recommended to choose k = 2. So, the expanded uncertainty of β̂1 −β1 is 2uβ̂1−β1

= 0.0963,
and hence, the interval (−0.0963,0.0963) is the uncertainty interval of the measurement. In our
case, the observed exact 95%-confidence interval for β̂1−β1 is (−0.0841,0.0841), which can be
equivalently written as (−1.746uβ̂1−β1

,1.746uβ̂1−β1
), i.e., the coverage factor is 1.746 instead

of 2. On the other hand, the uncertainty interval (−2uβ̂1−β1
,2uβ̂1−β1

), recommended in [1], has
coverage probability at the level of 0.9927.

4. Conclusions
We have presented a real-data example with uncertainty analysis of direct pressure measure-
ments using the characteristic function approach to compute the exact confidence interval for
any linear combination of the model parameters. Alternatively, for assessing the stated confi-
dence interval, we can also use the Monte Carlo simulations, as suggested in [2]. Based on our
comparisons (not presented here), the confidence intervals obtained through (5) and by the use
of Monte Carlo simulations are in perfect agreement. We have also compared out exact 95%-
confidence interval with the coverage interval recommended in [1] and found that the correct
coverage factor should be k = 1.746, to get the interval that has a coverage probability of 0.95.
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Abstract. Thermography is an effective method of diagnostics of electronic components. In the 
case of thermography temperature measurements with the use of a macro lens, the 
thermography temperature measurement error increases with the increase of an observation 
angle. During thermography temperature measurements with the use of a macro lens of objects 
with a complex design of the case, it is difficult to control the value of an observation angle. 
This article presents theoretical considerations regarding angular emissivity and the 
experimentally obtained relationship between the value of the thermography temperature 
measurement error with the use of a macro lens and an observation angle. In addition, it 
presents the designed measuring system.  
Keywords: Thermography, Electronics, Measurement Error, Observation Angle 

1. Introduction 
The temperature of electronic components is an important parameter. A too high temperature 
of the electronic component case may be a sign of its malfunctioning. Functioning of the 
element with too high temperature may cause its malfunction (e.g. switching of transistors too 
long), shorter operation time and even damage. In addition, the knowledge of temperatures of 
selected parts of the Printed Circuit Board (PCB) facilitates to quickly identify abnormal 
component condition (e.g. short circuits, cold solders). Temperature measurement on the 
surface of the electronic component and PCB is possible thanks to thermography [1,2]. This 
contactless method is a safe method - the temperature sensor does not need to be in contact with 
the PCB. As a consequence, there is no risk of electric shock when taking this temperature 
measurement. The use of thermography has one more advantage: no contact of the temperature 
sensor with a tiny component makes there is no exchange of thermal energy between the 
temperature sensor and the observed element. When using an additional wide-angle lens (e.g. 
Close up 2x), it is possible to record temperature distributions on cases with small dimensions, 
such as SMD (Surface Mounted Devices) or BGA (Ball Grid Array) [3].  
It is also possible to record the so-called Hot spots - such points on integrated circuits cases that 
are characterized by a higher temperature (compared to other parts of the case) and small 
dimensions of the order of micrometres. Due to the limited depth of field of thermograms, the 
use of an additional lens is difficult. It requires selecting the appropriate distance between the 
lens and the observed surface d. Only in this case, the value of IFOV (Instantaneous Field of 
View) known. The thermography temperature measurement error depends on the observation 
angle β [4]. After having analyzed the data provided by the manufacturer of the lens - the Flir 
company, no information was found about the influence of β on the result of a thermography 
temperature measurement with the use of a macro lens. For this reason, experimental work was 
undertaken aimed at determining the relationship between the temperature measurement result 
ϑcam and β. Based on the determined dependency, it was decided to conclude for which β values 
the measurement error is lower than the thermography temperature measurement error declared 
by the manufacturer of the thermography camera Δϑcam.  
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2. Angular Emissivity 
Angular emissivity can be expressed using the expression 1  
 1ε ρ= −  (1) 

where ε - emissivity factor, ρ - reflectance factor.  
In accordance with the Fresnel equation, ρ is half of the sum of the reflectance factor for parallel 

polarized radiation ρ  and the reflectance factor for perpendicularly polarized radiation ρ⊥ (2) 
[5].  
 

2
ρ ρ

ρ ⊥ += 

 
(2) 

The values ρ⊥ and ρ depend on the angle of radiation α and the refractive index n. The value 
of n depends on the material from which the observed surface was made, the surface 
temperature and the radiation band. For materials in which electromagnetic wave is damped 
(e.g. for metals), the complex value of the refraction index n'= n - jk is assumed: where n - 

refraction index, k - damping factor ultimately, the values ρ⊥ ρ
 and for lossy materials take 

the form (3a) and (3b) [5].  
 2 2 2

2 2 2

[ cos( ) 1] cos ( )
[ cos( ) 1] cos ( )
n k
n k

α αρ
α α

− +
=

+ +

 
(3a) 

 
2 2 2

2 2 2

[ cos( )] cos ( )
[ cos( )] cos ( )
n k
n k

α αρ
α α⊥

+ +
=

− +  
(3b) 

In metals - materials that strongly absorb radiation in a given spectral range, the angle of 
refraction is close to 90°. For the angle equal to Brewster's angle, the reflected wave polarized 
in the plane parallel to the plane of incidence is being extinguished. This means that for large 
angles the amount of reflected energy is smaller. As a consequence, the emissivity for these 
angles is higher, and the value read from the thermograms is lower [5]. 

3.  Measurement System 
To check for which β values the measurement error is lower than Δϑcam, the constructed 
measuring system was used. The main element of the constructed measuring system is the Flir 
E50 [6] thermography camera with an additional Close up 2x lens. The thermography camera 
was attached to the linear module with a stepper motor, which allows for selecting the distance 
d = 33 mm. This is a distance for which the IR resolution is known. The distance d was selected 
with a resolution of 1 mm and measured using a linear resistance displacement sensor. The 
linear module was attached to a tripod. The observed element was an aluminium block with 
dimensions of 16 mm x 16 mm x 45 mm, with an upper wall painted with a paint of known 
emissivity. A heater was attached to the lower wall of the block. A hole with a diameter of ϕ = 
4 mm was drilled in the block. A Pt1000 resistance temperature sensor was placed in the hole. 
The space between the sensor and the block was filled with silicone thermal paste. Such a 
prepared block was placed on the shaft of the stepper motor. The value of β was changed with 
a step equal to 0.9 °.  
The whole, together with a thermography camera mounted on a tripod, was placed in a Plexiglas 
chamber. Placing the camera inside the chamber made it possible to stabilize the measurement 
conditions. The chamber’s walls were lined with black polyurethane foam. Due to the similarity 

MEASUREMENT 2021, Proceedings of the 13th International Conference, Smolenice, Slovakia

110



of a single pore of the foam to a cavity model of a black body, it was possible to optically 
separate the interior of the chamber from the environment. The thermovision camera was 
communicated with a computer via a USB interface. This made it possible to display the 
recorded thermograms on the computer screen. Outside the chamber also a PLC controller was 
placed and used to control the stepper motors. The constructed measuring system and the 
dimensions of the block are presented in Figure 1. 
a) 
 

b) 

Fig. 1. a) The view of schematic of measurement system: (A) Tripod; (B) Stepper motors; (C) Linear guide; 
(D) Resistance linear distance sensor; (E) Connector; (F) Observed aluminium block; (G) Additional 
macro lens Close up lens 2x P/NT 197200; (H) Thermal imaging camera lens; (I) Thermal imaging 
camera; (J) Polyurethane foam; (d) WD (Work Distance) – the distance between observed object and 
thermal imaging camera macro lens. b) dimensions of the observed aluminium block. 

4. Results 
The laboratory stand prepared in this way made it possible to start the work aimed at 
determining the dependency of an error Δϑ of a thermography temperature measurement on the 
value of β. The value of Δϑ value was defined as a difference between the temperature of 
aluminium block ϑAl and the temperature read from the thermogram ϑcam (4). The value of ϑAl 
was measured with the use of Pt1000 placed in the block and considered a correct value.  
 Al camϑ ϑ ϑ∆ = −  (4) 

Three series of measurements were made, during which the same point on the surface of the 
aluminium block was observed, which was painted with a paint of known ε = 0.95. The setpoints 
of other parameters were selected as follows: reflected temperature value ϑrefl = 20℃, air 
temperature ϑa = 20℃, the temperature of the external optical system ϑl = ϑa, transmittance of 
the external optical system τl = 1, relative humidity ω% = 50%. In each series, the value of β 
was changed from 0 ° to 89.1 ° in steps = 0.9 °. During the measurements, ϑAl was changing 
from 56 ℃ to 58.7 ℃. The obtained results are presented in Figure 2. The mean value of ϑAlAv 
= 57.35 ℃ was used to determine the value of Δϑ. In Figure 2, the line was applied to denote 
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the value of ϑAlAv increased by the value of Δϑcam and ϑAlA decreased by the value of Δϑcam. In 
accordance with data provided by the manufacturer, Δϑcam = 2 ℃.  
a)                                                                         b)  

  
Fig. 2. a) Chart ϑcam = f(β), b) Chart Δϑcam = f(β). 

5. Conclusions 
After having analyzed the results presented in Fig. 2, it can be seen that for values of β less than 
68°, the difference between the temperature of element and the temperature indicated by the 
thermovision camera is smaller than the error of the camera declared by the manufacturer. This 
is in line with the theoretical considerations presented in item 2. One can also find that despite 
applying a thin layer of paint with a known emissivity onto the observed surface, an increase in 
thermography error of temperature measurement was observed at these values of β at which it 
is observed for metals. It is difficult to control the value of β value during actual thermography 
measurements with an additional lens. Based on the work performed, it can be concluded that 
when the value of β is selected roughly, the value of a measurement error caused by a too high 
value of this angle shall not exceed 2℃.  
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Abstract Two different inverse methods were applied to the two sets of well-defined data from 
tank experiments to assess the pacing electrode's position by the inverse solution. The use of a 
simple dipole as the equivalent heart generator provides only the assessment of the pacing site 
from the very early time interval of activation. The potential-based inverse solution aims to 
reconstruct the electrograms using the Bayesian estimation so that it needs prior knowledge 
about the properties of the cardiac sources. The accuracy of the pacing site localization was 
8.6 and 18.4 mm for the dipole-based method and varied from 8.6 to 19.4 and from 8.6 to 32.5 
mm for the potential-based method depending on the noise model and pacing site estimation 
method. The advantages of both inverse methods can be combined in the future to improve the 
inverse localization approaches.  
Keywords: Electrocardiographic Imaging, Statistical Estimation, Premature Ventricular 
Contraction, Body Surface Potential Mapping 

1. Introduction 
Heart rhythm disturbances have been among the reasons for sudden cardiac death. If 
pharmacological treatment of such diagnosis is not sufficient, the origin of some extrasystoles 
can be eliminated/deactivated by invasive radiofrequency ablation (RFA). During such a 
procedure, the origin should be identified via an intracardiac catheter and later exposed to 
specific radiofrequency energy. Electrocardiographic imaging (ECGI) is a novel approach 
aiming to identify the origin of the undesired electrical activity of the heart noninvasively, 
which can lead to the shortening of the invasive RFA procedure. Several methods for ECGI 
have been developed in the last decades, using multiple-lead EGC measurements, the so-called 
body surface mapping (BSPM). These methods have been tested mainly on computational 
models or on physical models combining a human-shaped tank model with animal hearts. 
Within the bilateral SAS-TUBITAK project we plan to combine the ECGI approaches of two 
research groups to localize the origin of a premature ventricular contraction (PVC): the inverse 
solution using a single dipole [1] and the electrogram (EGM)-based solution using a 
probabilistic approach, Bayesian Maximum A Posteriori (MAP) estimation [2]. In this work, 
both methods were applied to the same data, and the results were compared and discussed. 

2. Subject and Methods 

Data 
Two datasets with ECG measurements with 128 leads were obtained from pig hearts placed in 
a human-shaped torso tank filled with an electrolytic solution (Fig.1a). The ventricles were 
stimulated via electrodes from a known position. The experiments were performed in IHU-
LIRYC Bordeaux, France, and the data were available within the Signal processing workgroup 
of the Consortium for ECGI (https://www.ecgimaging.org/workgroups/signal-processing) [3]. 
The measured signal consisted of 31 and 20 heart cycles for Data-1 and Data-2, respectively. 
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The inverse solution was computed for one cycle obtained by signal averaging. Among the two 
datasets, Data-1 was more noisy than Data-2 (Signal to noise ratio of approximately 15dB and 
25dB, respectively). 
Inverse Solution Using a Single Dipole (Dipole-Based) 
In the inverse solution using a single dipole as an equivalent cardiac generator (EG), it is 
assumed that during the starting time interval of PVC the activated area is small enough to be 
approximated by the activity of a single dipole. Therefore, the relevant result of the inverse 
solution is searched from the beginning time interval of activation. Assuming a single dipole as 
EG the BSPM can be computed by the equation: 
 m = Td  (1) 
Where T is a transfer matrix representing geometry and conduction properties of the torso as a 
volume conductor. It is computed by the boundary element method (BEM) for the defined 
position of the dipole. Then from the known potentials on the torso (m) and the transfer matrix, 
the parameters of the dipole are obtained as: 
 d = T*m  (2) 
where T* is a pseudoinversion of the matrix T. 
To find the origin of the PVC activation, the possible positions of the representative dipole are 
evenly distributed over the known heart geometry surface or volume. The dipolar EG is 
computed for each defined possible dipole position. The quality of a fit of the EG in the selected 
position is evaluated by the relative residual error (RRE) between the original BSPM and the 
BSPM computed from a specific EG. Then the position of the EG with the smallest RRE within 
the first 20 ms of activation is chosen as the representative of the PVC activation origin. 

Bayesian Solutions for Inverse Electrocardiography (EGM-Based) 
In this approach, the cardiac sources are represented in terms of EGMs. Then, the model relating 
these sources to the BSPM is given as: 

𝒚𝒚𝑡𝑡 = 𝑨𝑨𝒙𝒙𝑡𝑡 + 𝒏𝒏𝑡𝑡,    𝑡𝑡 = 1,2, … ,𝑇𝑇,                                              (3) 
where 𝐲𝐲𝑡𝑡, 𝐱𝐱𝑡𝑡 and 𝐧𝐧𝑡𝑡 are the BSPM, EGM and measurement noise at time instant 𝑡𝑡, respectively, 
and 𝐀𝐀 is the forward matrix, which is calculated using BEM in a homogeneous torso model [4]. 
The inverse problem is often solved at each time instant separately, therefore we drop the time 
indices in the following descriptions. 

In Bayesian MAP estimation, based on the likelihood function, 𝒑𝒑(𝐲𝐲\𝐱𝐱), and the a priori 
probability density function (pdf) of the EGMs, 𝒑𝒑(𝒙𝒙), the posterior pdf is obtained as: 

𝒑𝒑(𝒙𝒙\𝒚𝒚) = 𝒑𝒑(𝒚𝒚\𝒙𝒙)𝒑𝒑(𝒙𝒙)
∫𝒑𝒑(𝒚𝒚\𝒙𝒙)𝒑𝒑(𝒙𝒙)𝒅𝒅𝒙𝒙

                                                            (4) 

The solution is then chosen to maximize this posterior pdf [2]. If we assume that 𝐧𝐧~𝑁𝑁(𝟎𝟎,𝐂𝐂𝑛𝑛), 
𝐱𝐱~𝑁𝑁(𝐱𝐱�,𝐂𝐂𝑥𝑥), we can write the solution as:  

𝒙𝒙� = (𝑨𝑨𝑇𝑇𝑪𝑪𝑛𝑛−1𝑨𝑨+ 𝑪𝑪𝑥𝑥−1)−1(𝑨𝑨𝑇𝑇𝑪𝑪𝑛𝑛−1𝒚𝒚 + 𝑪𝑪𝑥𝑥−1𝒙𝒙�)                                (5) 
Individual beats of the true EGM recordings and the noise in the BSPM were used to obtain the 
statistical model parameters 𝑪𝑪𝑛𝑛, 𝒙𝒙� and 𝑪𝑪𝑥𝑥. The noise was assumed to be independent and 
identically distributed so that it only sufficed to estimate its variance. We computed two 
different noise variances: (Model-1) obtained by combining the noise in all beats, (Model-2) 
obtained from the noise in the averaged BSPM signal. Model-1 yields a larger noise variance 
compared to Model-2, since signal averaging decreases noise in the measurements. 
In the EGM-based solution, the pacing site (the PVC origin) was estimated using two different 
approaches: (P1) Activation times (AT) were calculated using the spatio-temporal method 

MEASUREMENT 2021, Proceedings of the 13th International Conference, Smolenice, Slovakia

115



proposed in [5], and then the pacing site was assigned as the node with the earliest AT. (P2) 
Integrals of the absolute value of EGMs were computed within the QRS region, then the slope 
of the integral function was calculated for the first 20 ms of the QRS after fitting a straight line 
to this integral function. Finally, the lead with the highest slope was assigned as the pacing site. 
Evaluation Metrics 
Both approaches in this study were evaluated based on their performances on PVC localization. 
Localization error (LE) was computed as the Euclidean distance between the ground truth and 
estimated pacing locations. Ground truth pacing sites were determined manually from the sock 
recordings by examining the iso-potential maps and verified by checking the earliest activated 
node. In addition to LE, the EGM-based solutions and the corresponding ATs were evaluated 
using Pearson's correlation coefficient (CC). For the EGM evaluation, temporal CC was 
obtained at each lead by comparing the sock EGMs and the reconstructed EGMs, from which 
we calculated the first, second (median) and third quartile values. 

3. Results 

Table 1. Summary of LE for the dipole-based solution and all evaluation metrics for the EGM-based solutions. 
For the temporal CC (EGM-based), first (Q1), second (Q2 - median) and third (Q3) quartile values are given.  

    Data-1 Data-2 
Dipole LE (mm) 8.58 18.39 
EGM 
Noise Model-1 

Temporal CC [Q1; Q2; Q3] [0.61; 0.76; 0.87] [0.27; 0.53; 0.74] 
AT – CC 0.93 0.92 
P1 – LE (mm) 19.44    14.05 
P2 – LE (mm) 9.14 8.59 

EGM 
Noise Model-2 
  

Temporal CC [Q1; Q2; Q3] [0.27; 0.61; 0.8] [0.084; 0.49; 0.72] 
AT – CC 0.91 0.48 
P1 – LE (mm) 13.81 32.55 
P2 – LE (mm) 8.58 8.59 

 
Table 1 presents the LE for the dipole-based solution and a summary of all EGM-based 
evaluations. In terms of EGM reconstruction accuracy, Model-2 resulted in worse EGM-CC 
values compared to Model-1 for both datasets. EGM accuracy and AT accuracy were related, 
but the AT-CC value of Model-2 was drastically lower than that of Model-1 for Data-2. The 
P1-LE accuracy is closely related to the AT accuracy. For example, for Data-2, Model-2, P1-
LE was as high as 32.55 mm. P2-based LE values were more robust than P1-based LE values. 
For Data-1, LE of the dipole-based method was comparable to P2-LE of the EGM-based 
method. For Data-2, EGM-based P2-LE was the best; the dipole-based LE was better than P1-
LE of Method-2, but worse than P1-LE of Method-1. 

4. Discussion and Conclusion 
The dipole-based inverse method was able to localize the pacing electrode with accuracy from 
8 to 18 mm. The EGM-based method provided more complex information about the activation 
of the heart. 
In the EGM-based inverse reconstructions, the P1-LE accuracy is closely related to the AT 
accuracy, and AT estimation depends on taking the derivative of the EGMs and finding the 
minimum of this derivative. Noise in the EGMs corrupts the derivative, resulting in incorrect 
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AT detection. Smoothing applied by the spatio-temporal approach has limited success in 
correcting these ATs. Thus, LE estimation is also affected. Here we proposed an EGM-based 
LE estimation method, P2-LE, which had superior performance compared to P1-LE. But it 
needs to be evaluated using a larger and diverse dataset before its adoption to routine practice. 

        a)     b)    c)        

Fig. 1. a) – The human-shaped torso model with inserted hearts (blue: Data-1, green: Data-2) and the 
electrodes (red dots) for multiple-lead ECG measurements. b), c) the results of the inverse solutions for 
Data-1 and Data-2, respectively. Black asterisk depicts the true position of the pacing electrode, blue 
triangle assigns the result by a single dipole, other assign the results obtained by Bayesian estimation. 

Noise pdf, as well as the a priori pdf, need to be carefully defined for improving the performance 
of Bayesian MAP estimation. For both datasets, overestimating the noise variance improved 
the results. In this study, the a priori pdf is estimated from the recorded EGMs. In a clinical 
setting, this is not feasible. Thus, alternative approaches such as using simulated datasets are 
needed. Results provided by the dipole-based approach could be used to either steer these 
simulations or reconstruct the prior models directly. 
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Abstract. The goal of the article was to design a model of cardiac ventricles with analytical 
geometry that enables simulation of normal and disrupted conduction system functions. 
The conduction system model comprised the His bundle, left and right bundle branches and an 
endocardial layer with higher conductivity representing the Purkinje fibers. While QRS 
duration relating to the total activation time of the whole ventricles lies in the physiological 
range of about 80 to 120 ms for the normal activation, it is more than 120 ms in the case of left 
or right bundle branch block (LBBB, RBBB). The propagated electrical activation in the model 
was described by the monodomain reaction-diffusion (RD) equation with the ionic 
transmembrane current density defined by the modified FitzHugh-Nagumo equations. This RD 
model of cardiac ventricles was numerically solved in the Comsol Multiphysics environment. 
Realistic activation time of the whole ventricles of about 98 ms was obtained for the model with 
a normal conduction system, while 151 ms and 129 ms were obtained for the model with LBBB 
and RBBB, respectively. 
Keywords: Reaction-Diffusion Model, Cardiac Ventricles, Conduction System, LBBB, RBBB 

1. Introduction 
Electrical activation of the heart crosses to the ventricles through the atrioventricular node, 
propagates to the His bundle that further divides to the left and right bundle branches, then 
proceeds to the branching fibers of the Purkinje system and finally reaches the myocardium 
tissue. The role of the conduction system is to lead the activation promptly and synchronously 
to the working myocardium tissue of the left and right ventricle. The velocity of propagation in 
the conduction system is several times higher than in the ventricular myocardium. Disruption 
of the fast-conducting bundle branches leads to the prolongation of the total activation time of 
the ventricles which is reflected in ECG as QRS duration over 120 ms [1], [2]. 
The propagation of electrical activation in the heart can be modeled using models based on 
reaction-diffusion (RD) equations (e.g. the monodomain model) [3], as well as using less time-
consuming models (as models based on cellular automaton) [4].  The monodomain model 
together with the modified FitzHugh-Nagumo (FHN) equations [3], [5] was used to describe 
the activation propagation in this article. The geometry of the heart ventricles can be derived 
from CT or MRI scans [3], [6] or a simplified geometry can be defined analytically, e.g. using 
ellipsoidal and cuboidal segments of the ventricles [4].  
In this article, an analytically defined ellipsoidal model of the ventricles was created and used. 
The His bundle and the left and right bundle branches as structures with higher conductivity 
were isolated from the myocardium tissue in this model. The Purkinje fibers were modeled as 
an endocardial layer of higher conductivity only in the free ventricular walls. The left and right 
bundle branch blocks (LBBB, RBBB) were modeled as non-conducting (isolated) regions of 
the bundle branch. The total activation times (TAT) when the whole ventricles were activated 
were computed and compared for all models. 
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2. Subject and Methods 
The Monodomain RD Model 
The electrical activation in the monodomain reaction-diffusion (RD) model of the cardiac tissue 
[3] was described by the partial differential equation: 

 ( ) sionm
m iiVD
t

V
+−∇⋅∇=

∂
∂

, (1) 

where Vm is the membrane potential, D is the tissue diffusivity, iion is the local ionic 
transmembrane current density, is is the stimulation current density. Current densities were 
normalized to the membrane capacitance with resulting units A/F. The ionic transmembrane 
current density iion was modeled using the modified FitzHugh-Nagumo (FHN) equations [5]. 
The tissue diffusivity D: 

 ( )mCD βσ= , (2) 

is dependent on the tissue conductivityσ , the membrane surface-to-volume ratio β , and the 
membrane capacitance per unit area Cm. 
Geometry of the Ventricular Model 
The geometry of ventricles was defined analytically, as is shown in Fig. 1. The outer shape of 
the model was formed from the lower half of an ellipsoid (with semiaxes of 30, 30 and 70 mm). 
Left and right free ventricular walls (with the thickness of 10 and 4 mm) were separated by a 
10 mm thick septum of cuboidal shape (constructed as a part of rectangular parallelepiped). The 
His bundle was constructed from the lower half of a cylinder (with a radius of 10 mm and length 
of 10 mm). The left and right bundle branches (with cross dimensions of 2 and 6 mm) spanned 
from the His to the heart apex and continued along the endocardial surface of the free ventricular 
walls up to the level of z = -45 mm (Fig. 1, Fig. 2). The 2 mm thick Purkinje layer spanned 
from the apex up to the level of z = -30 mm and z = -25 mm in the left and right free ventricular 
wall, respectively. The His bundle and the bundle branches were isolated from the surrounding 
tissue by a 0.1 mm thin isolation layer. The only conductive connections between the bundle 
branches and the Purkinje layer are marked with arrows in Fig. 1. The "Extra Fine" mesh was 
created in Comsol for the numerical solution. 

            
Fig. 1. The geometry of the ventricular model covered with tetrahedral mesh (left). The cross-section of the 

ventricular model (right): His bundle (orange), left bundle branch (red), right bundle branch (green), 
Purkinje layer (violet), myocardium tissue in free walls (light violet) and myocardium tissue in the septum 
(cyan). The arrows point to the connections of bundle branches and the Purkinje layer (sites of initial 
activation of the Purkinje layer). 
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Model Tissue Parameters 
The activation propagation velocity in the bundle branches and Purkinje fibers is several times 
higher than that in the working myocardium [5].  
In the model, the tissue diffusivity of the working myocardium in the free ventricular walls was 
set to D = 0.00015 m2/s (corresponding to tissue conductivity σ  = 0.15 S/m). The diffusivity 
of the septum (cyan color in Fig. 1) was set anisotropic: D = 0.00015 m2/s in the transversal 
directions and D = 0.0004 m2/s in the longitudinal direction (along the heart z-axis). 
The tissue diffusivity of the bundle branches and the fast-conducting Purkinje layer was set to 
D = 0.003 m2/s and D = 0.006 m2/s, respectively. The tissue diffusivity of the His bundle was 
set to D = 0.001 m2/s. The activation in the model started from the His bundle, where it was 
evoked by a stimulation current is (amplitude of the normalized stimulation current density 
40 A/F, duration 2 ms). Stimulation current was zero in other domains. The initial value of the 
membrane potential was -0.085 V. Values of other parameters in the modified FHN model were 
the same as in [5]. The complete LBBB or RBBB was modeled by a thin (0.2 mm) isolating 
layer of zero conductivity between the His bundle and the particular bundle branch (shown by 
arrows in Fig. 2). 

3. Results 
The membrane potential Vm in the RD propagation model was numerically solved in Comsol 
Multiphysics. Spatial distributions of Vm in ventricles with normal conduction system and in 
the case of LBBB and RBBB are shown in Fig. 2. The time instant, when the activation from 
the left bundle branch reached the Purkinje layer in the normal heart (site marked by an arrow 
in Fig. 1), was considered as the time t = 0 ms. Since the right bundle branch is longer than the 
left one, the activation of the Purkinje layer in the right ventricle started with a 9 ms delay (in 
the time t = 9 ms). 
In the ventricles with a normal conduction system (Fig. 2 left), activation was propagated in the 
left and right ventricle quite synchronously. In the case of LBBB and RBBB, activation started 
in one ventricle, and then propagated with delay to the ventricle with the blocked branch (e.g. 
about 40 ms delay in RBBB, Fig. 2 right). The total activation time (TAT) when the whole 
ventricular model was activated was 98 ms in the model with a normal conduction system, and 
151 ms and 129 ms in the models with LBBB and RBBB (Table 1). 

    
Fig. 2. Spatial distribution of the membrane potential Vm [V] in the ventricular model with normal (left) and 

disrupted conduction system (LBBB - middle, RBBB - right) in time t = 40 ms. Arrows point to the sites 
of conduction blocks. 
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Table 1. Total activation times (TAT) in particular ventricular models. 

Model TAT [ms] 

Model with normal conduction system  98 

Model with LBBB 151 

Model with RBBB 129 

4. Discussion 
The role of the conduction system is to lead the activation promptly to the working ventricular 
myocardium tissue, where it is spreading with lower velocity. Any block in the conduction 
system in the left or right ventricle may cause non-synchronous activation of the ventricles 
since activation must spread from the healthy ventricle to the ventricle with corrupted bundle 
brunch through the less conductive muscle tissue in the septum and free ventricular walls. 

5. Conclusions 
Analytically defined ventricular model with a specific conduction system described in this 
article allows simulation of activation propagation in cardiac ventricles with normal or 
disrupted conduction system. A simulated total activation time of 98 ms obtained for healthy 
ventricles agreed well with the expected interval of about 80 ms – 120 ms for a healthy heart. 
Similarly, total activation times of 151 ms and 129 ms for the LBBB and RBBB were consistent 
with times over 120 ms observed in patients with complete LBBB or RBBB. 
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Abstract. The subject of the article concerns the interdisciplinary area of research related to 
the measurements of arterial oxygen saturation. The blood oxygen saturation test determines 
its oxygenation level and it is carried out by non-invasive or invasive methods. The basics of 
pulse oximetry which is a non-invasive method of measuring oxygen saturation in arterial blood 
were presented in the article. It uses the differences in absorption of red and infrared radiation 
by oxyhemoglobin and deoxyhemoglobin. The devices carrying out this measurement which are 
characterized by high sensitivity are presented; however, they are sensitive to disturbing factors 
that increase the value of the measurement error. These factors were presented and tests were 
carried out with their participation. Based on the carried out series of measurements, the 
influence of these factors on the measurement result was discussed. 
Keywords: Oxygen Saturation, Pulse Oximetry, Photoplethysmography (PPG),  

1. Introduction 
The subject of the article concerns the area of bio-measurements related to the determination of 
arterial oxygen saturation determining the level of its oxygenation. This topic is particularly 
important in the times of the COVID-19 pandemic. The article presents non-invasive and 
invasive methods of measuring this quantity with particular emphasis on the recently popular 
pulse oximetry. This method uses the differences in absorption of red and infrared radiation by 
oxyhemoglobin and deoxyhemoglobin, and it is carried out in the transmission or reflection 
variant. 
Pulse oximetry measurements are easy to implement, and the devices of this type are mobile, 
widely available, characterized by high sensitivity and ever lower price. These properties often 
reduce the quality of their performance and increase the influence of the disturbing factors on 
the measurement result. The correct selection of the measuring equipment, the correct location 
of the sensor and the critical analysis of the obtained results enable a reliable interpretation of 
the signal parameters and minimize the incorrect diagnostics. 
The techniques for measuring PPG signals and the influence of disturbing factors on the 
measurement results were presented in this article. As part of the work, 10 people were tested, 
for whom the reference measurement of saturation was performed and when disturbing factors 
were evoked. All measurements were made with three pulse oximeters with different 
parameters. The obtained data was analyzed, as a result of which the impact of relevant 
disturbances on the measurement accuracy of the individual devices was assessed. 

2. Oxygen Saturation 
One of the basic parameters necessary for the proper functioning of the human body is the 
appropriate level of arterial blood oxygenation. Therefore, its proper transport is very important, 
guaranteed by the proper cooperation of the respiratory and the cardiovascular systems. The 
oximetry, which enables the monitoring of the proper functioning of both these systems by 
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measuring the level of arterial blood oxygenation, is determined by arterial blood saturation 
SaO2%, which determines the oxygen saturation of hemoglobin and the pressure exerted on the 
vessels by dissolved oxygen in plasma [1,2]. Blood oxygen saturation is used in monitoring 
people with suspected hypoxia and determines the percentage of what proportion of the 
hemoglobin contained in the erythrocytes is oxygenated hemoglobin. The blood oxygen 
saturation is used in monitoring people with suspected hypoxia and determines the percentage 
of what proportion of the hemoglobin contained in the erythrocytes is oxygenated hemoglobin. 
This monitoring has become commonplace in the era of the ongoing COVID-19 pandemic. 
According to the available definition, blood oxygen saturation is determined by Eq. 1. 

  
%%2

%2
%2 HbHbO

HbOSaO
+

= , (1) 

where 
SaO2% the oxygen saturation, 
HbO2% the oxyhemoglobin percentage, 
Hb% the percentage of deoxyhemoglobin. 

To determine the oxygen saturation in the blood, it is necessary to determine the content of 
HbO2 and Hb in the blood. This is most often done by measuring the intensity of optical 
radiation transmitted through tissues, proportional to its absorption by blood. Currently, two 
methods are used to determine the value of blood oxygen saturation. The first one includes 
invasive tests carried out in a clinical setting. The second group consists of non-invasive tests, 
which, due to their advantages, are becoming more and more popular. In this group, nowadays, 
the pulse oximetry method is widely used, in which the tissues are affected by the optical 
radiation of a given wavelength. The result of the interaction is obtained by the appropriate 
photodetector. Based on the data obtained in this way, it is possible to determine the 
photoplethysmographic curve (PPG), pulse frequency and saturation. There are two methods 
of non-invasive acquisition of pulse oximetry signals: transmission and reflection [1]. 
The transmission method is based on the determination of the optical radiation transmitted 
through the object. For this reason, it concerns optically thin layers, well supplied with blood, 
innervated and easily accessible. The sensors are most often placed on the finger. However, the 
reflection method of acquiring the PPG signal consists of measuring the radiation reflected by 
the object. Its undoubted advantage is the possibility of placing the sensor on optically thick 
layers, but it is necessary to choose a place with good blood flow. 

3. The Pulse Oximetry Measurement 
The principle of operation of the pulse oximeter is to measure the absorption factor of radiation 
of two different wavelengths (infrared and red) absorbed by hemoglobin contained in 
erythrocytes. The sensor is most often placed on the finger of the examined person. It consists 
of two alternating LEDs and a photodetector. The photodetector generates a photoelectric 
current, the value of which is proportional to the intensity of the transmitted radiation. The 
values of this current change with the rhythm of arterial pulsations [1,3]. 
In the case of monitoring blood saturation with the use of pulse oximeters, you should see the 
information on the inaccuracy of the obtained values. The environmental conditions 
encountered during the use of the oximeter often differ from the conditions in which the device 
was calibrated (from the nominal conditions). Manufacturers of this type of equipment are 
obliged to demonstrate to the user how to correctly perform the measurement and confounding 
factors that should be avoided during the test [3]. Many different factors can limit the reliability 
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of a measurement, and as a result, the obtained results may be misinterpreted. This is 
particularly important with the widespread availability of portable finger sensors and attempts 
to use them in self-diagnosis of diseases related to the COVID-19 pandemic. The incorrect 
measurement of blood saturation may result in improper finger’s structure or damage, the 
improper placement of the sensor, patient’s movement, the presence of intravascular pigments, 
the temperature and light of the environment, changes in the nails (diseases or the use of nail 
polishes) as well as irregular breathing and arrhythmia [4]. Therefore, it is not recommended to 
use a pulse oximeter for self-diagnosis, including the diagnosis of COVID-19. This conclusion 
is confirmed by the research results presented later in the article. 

4. Methods 
To assess the influence of disturbing factors on the pulse oximetry measurements, tests were 
carried out consisting of measuring blood saturation under the influence of these factors. The 
tests were carried out with the use of three pulse oximeters such as Contec CMS50E, Contec 
CMS-VE, Novametrix Oxypleth 520A [5,6,7]. The mentioned devices differ significantly in 
the metrological parameters and the susceptibility to disturbing factors. To assess the influence 
of these factors on the change of measured values with the pulse oximeter, the studies were 
carried out on ten volunteers without diagnosed cardiopulmonary diseases. Three women aged 
22 and seven men aged 21-22 participated in the study. All measurements were carried out in 
the same environmental conditions (temperature, air humidity). In each case, the temperature 
of the fingers was normal (there was no cold hands phenomenon). During the research, the 
measurement of reference saturation was carried out during which the tested person was sitting 
with the still hand placed on the table and with the sensor placed on the index finger of the left 
hand. In the next steps, the measurement was carried out with raised hand for 60 seconds, the 
measurement with the sensor placed on the next fingers the measurement in motion, the 
measurement with the sensor placed backwards, the measurement with the external illumination 
of the sensor, the measurement with a pinched finger and the measurement a painted nail in red, 
purple, green blue and black. 

5. Results 
The manufacturers of pulse oximeters recommend taking measurements in a sitting position, 
with a still hand placed on the table, with the sensor placed on the index finger of the left hand. 
The measurement carried out in this way was considered correct and treated as a reference 
measurement. All the saturation values measured in this way were within the range of 97-99%, 
which will be considered as a reference value. In the case of holding the hand up for 60 seconds, 
it was noticed that the saturation changed its values relative to the reference measurement. The 
recorded saturation results were underestimated by 10% -30% compared to the basic 
measurement. The only exception were the measurements made with the Novametrix Oxypleth 
520A pulse oximeter, the differences of which did not exceed 5%. In the case of the saturation 
measurement with the hand down for any pulse oximeter, no discrepancy with the basic 
measurement was observed. All the read results of the measurement were within the error limits 
specified by the manufacturer. Similarly, the change of the finger on which the sensor was 
placed did not affect the accuracy of the saturation measurement for individual people. 
The imitation of hand tremor as well as the bending of the finger during the measurement 
distorted the PPG waveform presented on the device's display. The measurement of saturation 
with all devices was affected by a change of measured values in the range of 7-17%. The 
illumination of the finger sensor with an external light source with a luminous flux of 250 lm 
and a color temperature of 2700 K, placed at a distance of 20 cm, made it impossible to measure 
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blood saturation for each of the tested pulse oximeters. Similarly, the measurement with a 
pinched finger near the sensor made it impossible to read the searched value. In the last step, it 
was examined to what extent the lesions and the nail plate painted with the colored nail varnish 
increase the change of measured values of blood saturation. For this purpose, the measurements 
were carried out with a fingernail painted red, purple, green, blue and black. From the conducted 
research, it was noticed that the measurement results within the error limits were obtained for 
all devices with the purple nail varnish. The highest error values were obtained for the Contec 
CMS50E and Contec CMS-VE pulse oximeters when the nails were painted blue, black and 
green nail varnish. The results displayed on the Novametrix Oxypleth 520A pulse oximeter did 
not exceed the error limits of the device for all colors of the nail varnish. 

6. Conclusions 
The results of the research showed that the disturbing factors that had the greatest impact on 
the results of blood saturation measurements were: the external lighting of the sensor, the finger 
pressure during the measurement and the measurement in motion. Besides these factors for 
generally available pulse oximeters (Contec CMS50E Contec CMS-VE), the change of 
measured values was also influenced by: the color of the varnish on the nail and the lifting of 
the hand while measuring. Comparing all the results (proper and improper conditions of 
measurement), it was observed that for Novametrix OxypleTH 520A specialist pulse oximeter 
124 measurements of the saturation values from the range of 97-99% were recorded out of 150 
performed.  In comparison, the Contec CMS50E device had 81 reference measurements out of 
150 performed, and for Contec CMS-VE it was 78 reference measurements out of 150 taken.  
During pulse oximetry measurements, the method and the conditions of the conducted tests are 
very important. The interference related to changes of blood flow (the arteries’ pressure, the 
hand movement, holding the arm up) and the excessive illumination of the sensor by the 
external light sources should be avoided as much as possible. These issues become particularly 
important during the current COVID-19 pandemic and the related diagnostics of blood 
saturation. The self-diagnosis has caused an increased interest in pulse oximeters; however, the 
incorrect method of measurement may be a source of error and incorrect diagnosis. 
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Abstract. The paper describes a currently developed wearable sensor based on the 
photoplethysmography (PPG) principle for the non-invasive acquisition of vital information 
about the cardiovascular system. The proposed sensor enables continual measurement of the 
PPG signal in the magnetic field environment with the inherent radiofrequency and 
electromagnetic disturbance. It can monitor the state of a tested person during examination in 
the scanning area of the open-air magnetic resonance tomograph. The performed experiments 
verify the practical functionality of the developed sensor including real-time wireless 
transmission of the measured PPG signal samples to the control device for next processing. 
Keywords: Photoplethysmographic Wave, Wearable Sensor, Magnetic Resonance Imaging 

1. Introduction 
During magnetic resonance imaging (MRI), the gradient-coil system vibrates and produces an 
acoustic noise with possible impact on patients and health personnel [1]. The examined 
phonating person may be affected by stress that evokes the tension of the vocal cords and the 
vocal tract with subsequent changes in the produced speech signal. The stress induced in this 
way can be evaluated also by monitoring the blood pressure (BP) and the heart rate (HR) that 
is the main aim of our present research. 
In our previous study on HR measurement [2], the photoplethysmography (PPG) signal [3] was 
used for the acquisition of information about the cardiovascular system [4] of a person currently 
examined inside the MRI scanning device. The practical realization of this measurement shows 
a disadvantage of the applied interconnection between the measurement sensors, tools, and 
storage devices. The PPG signal was transmitted via long cables from the shielding cage of the 
MRI device to the mixer, the analog to digital (A/D) converter, and the data storage. It brings 
also the next discomfort to a tested person and makes the real-time measurement process rather 
difficult. 
The current work was focused on testing the developed wearable PPG sensor enabling wireless 
Bluetooth (BT) connection for direct data transfer to the recording device. At first, the proper 
functions of the sensor were tested by measurement in normal laboratory conditions. The 
determined HR values were compared with those of the BP monitor (BPM). The main 
experiment inside the running MRI device shows the necessity of PPG signal filtering and 
shielding of all PPG sensor parts due to strong radiofrequency (RF) disturbance in the MRI 
scanning area. 

2. Subject and Methods 
The optical sensors for PPG signal measurement can work in transmission or reflection modes. 
In the transmission mode, a transmitter (light source – LS) and a receiver (photodetector – PD) 
are placed on opposite sides of the measured human tissue. For the PPG sensor working in the 
reflection mode, the PDs measure the intensity of the reflected light and are placed on the same 
side of the skin surface – see Fig. 1a. The recorded PPG signal contains two maxima 
representing systolic and diastolic peaks that provide valuable vital information about the 
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pumping action of the heart (see Fig. 1c). A typical HR range for a healthy person is 60 to 100 
min-1 (1 to 1.7 Hz) and the useful frequency content of the PPG signal is usually up to 10 Hz 
[5], so the sampling frequency (fs) of about 150 Hz is sufficient to fulfil the Shannon sampling 
theorem. The picked-up PPG signal amplitude is usually not constant (with typical signal 
modulation – HPRIPP) and it can be often partially disturbed or degraded. Therefore, the sensed 
raw PPG signal must be processed (smoothed, filtered) before the HR determination. 

Fig. 1. Examples of reflection PPG sensor: a) principle of reflection sensor type, b) fixed on index finger by the 
elastic ribbon usable for experimental short-time measurement c) example of the sensed PPG wave. 

The wearable PPG sensor enabling the real-time PPG signal measurement consists of three 
functional parts: (1) basic analog interface integrated on the board together with the LS and PD 
elements, (2) micro-controller or DSP processor including an A/D converter, (3) BT 
receiver/transmitter for communication with an external control device. The power supply for 
the sensor is usually realized by rechargeable batteries to prevent any galvanic connection with 
other devices powered by a standard AC line. To eliminate any interaction with the magnetic 
field and prevent possible disturbance inside the running MRI equipment, the PPG sensor must 
be assembled using a non-ferromagnetic material and all parts must be shielded. 
Different approaches to HR determination from the PPG can be used [4, 6]. The real-time 
processing of the PPG signal requires a fast, simple, but robust and stable algorithm. The 
proposed method works in four steps – see an example in Fig. 2: (1) setting of the signal level 
threshold LTHRESH, (2) binary clipping of the input pulse wave, (3) determination of pulse 
periods THP, (4) calculation of HR values. The clipping produces a sequence cPPG (i) of values 
1/0 corresponding to the input signal samples lying above/below the LTHRESH. Next, the PPG 
wave properties are determined: the heart peak ripple as HPRIPP =(LpMAX–
LpMIN) /LpMAX ⋅ 100 [%] from the maximum (LpMAX) and minimum (LpMIN) levels of heart 
peaks, and the relative signal range (PPGSR) from the offset level (LOFS), the mean peak level 
(𝐿𝐿𝐿𝐿���), and the numerical range of the used A/D converter (NAD) as PPGSR =(𝐿𝐿𝐿𝐿���–
LOFS) /NAD ⋅ 100 [%]. The heart pulse 
periods THP in [samples] are determined 
from adjacent segments of ones T1P and 
zeros T0P as THP = T1P+T0P. For the used 
fs , the HR is calculated as 
HR=60/(THP ⋅ fs) [min-1]. The HR values 
obtained from the PPG signal (HRPPG) 
can be compared with those measured by 
the BPM device (HRBPM). For this 
purpose the differential parameter 
HRDIFF relative to the mean HRPPG 
(𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝑃𝑃���������) in [%] is defined as 
HRDIFF =(HRPPG–HRBPM) / 𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝑃𝑃��������� ⋅ 100. 
These values are next statistically 
analyzed for comparison purposes. 
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Fig. 2. An example of HR determination: a) 500-sample 
part of the PPG wave, b) clipped sequence with 
signed heart pulse periods THP from T1P, T0P. 
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3. Experiments and Results 
Three types of experiments were performed 
using the proposed wearable PPG sensor: (1) 
preliminary identification of conditions for 
wireless connection through the shielding cage 
of the MRI device, (2) auxiliary PPG signal 
measurement in normal laboratory conditions, 
(3) main PPG signal pick-up in the magnetic 
field environment of the open-air MRI device 
E-scan Esaote Opera [7] – see an arrangement 
photo in Fig. 3. The performed preliminary 
tests confirm that the BT data transfer is 
possible because the metal cage of the MRI 
device consists of 2.5-mm diameter holes 
practically enabling bidirectional wireless 
communication at 2.4 GHz. 
In auxiliary experiments, the PPG signal was picked up from the little finger to the thumb on 
both hands (P1L/R, P5L/R) of two male (M1, M2) and two female (F1, F2) persons to obtain a 
small database consisting of 40 PPG records with a duration of 80 s (fs = 125 Hz). The optical 
pulse sensor was fixed on a finger by an elastic ribbon (see Fig. 1b). The tested person always 
sat without any physical or mental activity. PPG signal sensing was accompanied by parallel 
HR a BP measurement using the BPM device (Microlife BP A150-30 AFIB). To prevent any 
influence of an inflated pressure cuff of the BPM on a tested person’s blood system, the PPG 
signal was picked up from the opposite hand. Concerning the used 10-bit A/D converter inside 
the PPG sensor, the signal maximum value is 210 = 1024 = NAD. Comparison of HPRIPP, HRSTD, 
and HRDIFF parameters for five fingers of the left and right hands of all tested persons is shown 
in Fig. 4. 
The main measuring experiment consists of the PPG signal measurement with the tested 
volunteer healthy person lying in the scanning area of the MRI device. Sensing of PPG signals 
was realized in three different conditions: (1) with the open door of the shielding cage (OD) 
and no scan sequence (NS) of the MRI device, (2) with the closed door of the cage (CD) and 
NS, (3) CD and the high-resolution scan sequence SE-HF 26 running (S1). In this case, the 
optical pulse sensor was placed on the 
index finger only. The PPG signals 
were recorded immediately one after 
another for three tested conditions. 
The numerical comparison of HRRIPP, 
PPGRANGE, 𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝑃𝑃���������, and HRSTD 
parameters for three measurement 
arrangements using the left hands of 
the persons M1, F1 is given in 
Table 1. 

4. Discusion and Conclusion 
The auxiliary measurement experiments in the normal laboratory conditions verify the practical 
functionality of the developed PPG sensor working on a reflection optical principle. It enables 
real-time PPG wave sensing and recording for the sampling frequencies from 100 to 500 Hz. 
Higher fs (250, 500 Hz) is reasonable only for systolic pulse width determination with higher 

Fig. 3. Arrangement photo of the PPG 
measurement inside the MRI device with a 
detail of the wearable PPG sensor. 
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Table 1. PPG signal properties and statistical 
parameters of HR values for three 
measurement conditions in MRI device. 

accuracy. However, a lower number of detected HR periods can bring incorrectness of the 
statistical analysis results (see Fig. 5). The performed experiments confirm practical usage of 
the proposed sensor for continual measurement of the PPG signal in the magnetic field 
environment with additional RF and electromagnetic disturbance. 
The analysis of the PPG signals picked up from five fingers has shown the dependence of the 
signal energy and ripple on the effective finger area and the number of weak capillaries causing 
worse detection of blood pulses. The PPG signals sensed from the index finger had a relatively 
small ripple (up to 9 %) and standard deviation of HR values (bellow five – see Fig. 4). The 
main measurements inside the MRI device showed a few problems to be solved to obtain 
sufficient PPG signal amplitude, and correct HR and other parameters. It is also important to 
analyze the influence of the BT transmission in the scanning area on the quality of the scanned 
MR images. 
The PPG signal can be used to determine other parameters further describing changes in the 
cardiovascular system of a tested person. The applied type of the reflection PPG sensor is also 
used for continual monitoring of the blood oxygen saturation SpO2 by pulse oximeter devices. 
Thus, we would like to focus our next research on this perspective application area. 
 
 
 
 
 

 
 

OD-NS 
(M1/F1) 

CD-NS 
(M1/F1) 

CD-S1 
(M1/F1) 

HPRIPP [%] 13/14 13/15 15/15 
PPGRANGE [%] 41/53 31/46 38/48 
𝐻𝐻𝐻𝐻𝑃𝑃𝑃𝑃𝑃𝑃������� [min-1] 70/81 70/80 72/79 
HRSTD [min-1] 0.4/1.9 2.9/4.7 3.4/6.2 
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Abstract. The subject of the article concerns the interdisciplinary area of research related to 
the measurement and processing of electrophysiological signals for the needs of the brain-
computer interface (BCI). The electrophysiological tests are based on the non-invasive 
measurement of electrical potentials from the skull surface using the appropriate electrodes. 
The article presents the issues related to the measurement of these signals, with the particular 
emphasis on electrophysiological signals from the organ of vision. The signals of the steady-
state evoked visual potentials (SSVEP) are shown. The operation of the systems based on brain-
computer interfaces was discussed and the methods of extracting from the measured signals of 
the parameters used in BCI interfaces were described. 
Keywords: Electrophysiological Studies, Resting Potential, Action Potential, Brain-Computer 
Interface 

1. Introduction 
The subject of the article concerns the area of bio-measurements related to the brain-computer 
interfaces, based on the steady-state visual evoked potentials (SSVEP). The term the brain-
computer interface BCI defines the field of science related to biomedical engineering, computer 
science, signal analysis and medicine. It allows the interaction between a disabled person and 
a computer (machine), only with the use of the properly registered electrical activity of the 
brain. Nowadays, it is the only way of communication and the only possibility of regaining 
(despite the severe disability) partial independence and participation in social life. In the BCI 
interface presented in the article based on the measurement of the steady-state evoked visual 
potentials, there is a problem of the complexity of the recorded signal caused by low values of 
achieved potentials, often reaching the parameters close to the values of the appearing 
disturbances and noise. 
The correct analysis of SSVEP signals obtained for the BCI needs is the most difficult issue of 
biomedical engineering. The appropriate selection of the measurement procedures enables the 
reliable acquisition and processing of the basic parameters of the measured signals and 
minimizes the impact of interference. The methods of analysis and processing of SSVEP signals 
obtained for the needs of the BCI interface were presented in this article. The potentials related 
to the influence of a given stimulus were detected and the selected parameters were analyzed 
and the obtained results were presented. 

2. The Brain-Computer Interface 
In general terms, the brain-computer interface (BCI) is a communication system in which the 
user's commands are not transmitted by nerves and muscles, but by the signals resulting from 
the registration of the brain activity. Every muscle movement is performed by humans before 
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it appears in the brain and then through the nervous system goes to the selected parts of the 
body. Initially, BCI was focused on the application of neuroprosthetics. Nowadays, they are 
used primarily by paralyzed people, for whom it is the only form of communication with the 
outside world [1,2]. 
The first step of the operation of this interface is the recording of signals from brain activity 
which are input data. This registration is mostly made by using the electrodes placed on the 
skin of the head. Then, to correctly interpret the recorded signals, it is necessary to extract and 
select them as well as the appropriate classification. The feature extraction relies on extracting 
such features from the signal that will clearly describe the expected properties. This is done by 
filtering, measuring the voltage amplitude and frequency-spectral analysis. The next step is the 
selection of signal features that are used in the issues related to the processing of large data sets. 
An example of such sets in BCI interfaces is the so-called vectors feature, the number of which 
equals to the product of the sampling frequency and the number of measuring electrodes. The 
selection relies on eliminating of redundant features with the use of appropriate mathematical 
tools (eg K-Fisher, Genetic Algorithms (GA), Sequence Forward Selection (SFS)). The last of 
the mentioned steps is data classification, which means comparing the obtained signal with the 
patterns (eg MLP neural networks, the supporting vector machines (SVM), Linear discriminant 
analysis (LDA)) [1,3]. 
To determine the effectiveness of BCI activities, the quality of their operation is assessed [4]. 
The simplest measure of this assessment is the classification accuracy defined as the quotient 
of the number of all correctly classified events to the number of all conducted trials. In some 
cases, the speed of action is determined based on the number of actions performed per unit of 
time. 

3. The Electrophysiological Signals    
The human brain consists of nerve cells called neurons. In a neuron where ions are electric 
charge carriers, there is an electric potential difference between both sides of the membrane 
surrounding the cell. The positive ions are molecules lacking one or more electrons and the 
negative ions are molecules with an excess of electrons. In the place where the positive and 
negative ions are separated, a potential difference is created which is called the resting potential 
(Vsp). When a sufficiently high cell current is applied to the neuron, an action potential (nerve 
impulse) is created. Among those mentioned, the potentials related to the EEG signals or evoked 
potentials are the most commonly used in the BCI interface [1,3]. In the article, the authors paid 
particular attention to BCI interfaces based on steady-state visual evoked potentials SSVEP [5]. 
BCIs based on visual evoked steady-state potential signals are the fastest and most efficient.  
The BCI interfaces working based on signals of steady-state visual evoked potential are the 
fastest and most efficient. Moreover, they do not require long-term user training and a few 
measurement channels are used for their implementation. In this method, the optic nerve is 
stimulated by a stimulus generated by a photostimulator, which may include a lot of stimuli 
displayed simultaneously and a different blinking frequency is assigned to each of them. The 
user focuses attention on the stimulus chosen by him, as a result of which a signal appears in 
the areas of the visual cortex of the brain with a frequency corresponding to the frequency of 
the administered stimulus. Designing the BCI interface based on SSVEP signals, attention 
should be paid to the frequency of the generated stimulus [1,6]. 
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4. SSVEP Signals in the Brain-Computer Interfaces 
As part of the research, a BCI interface based on SSVEP signals was proposed. The stand is 
made of a computer with dedicated software, an electroencephalograph (Open BCI) and an 
ATmega 328P microcontroller that acts as a timestamp. The tests were carried out in a room 
not exposed to electromagnetic disturbances, and to reduce artefacts by 50 Hz, all devices at 
the test site were disconnected from the power supply. Gilded cup electrodes were used to 
measure brain activity, which were cleaned and fixed on the head of the tested person with 
Ten20 conductive paste. During the tests, the Open BCI interface was used which is equipped 
with eight measurement channels, a 24-bit analog/digital converter and an ADS1299 amplifier. 
It enables the recording of electroencephalographic signals and the connection with the 
computer is via Bluetooth technology. Such constructed station cooperated with the ATmega 
328P microcontroller, which in the form of a timestamp provides information about the time of 
the occurrence of the stimulating signal. [3,4,6]. 
During the tests, signals stimulating neurons of the user's visual cortex were displayed on the 
computer screen in the form of green squares. When selecting the frequency of the stimulating 
signal, the influence of frequency on a person and literature data were taken into account. On 
this basis, the following frequencies were used: 10 Hz, 12 Hz, 14 Hz, 16 Hz. The stimulating 
signals were assigned the green color, which according to the literature data, is characterized 
by a high level of detection [2,4] The Open BCI system with the Open BCI Visualizer software 
was used to record the steady-state visual evoked potentials. The acquired signal was 
synchronized with a timestamp task of which was to determine the moment of the occurrence 
of the stimulating signal. The data obtained in this way were analyzed in the MATLAB 2009 
software environment. 

5. Methods  
To determine the frequency of the stimulating signal based on the acquired SSVEP signals, 
mathematical analysis of the recorded signal had to be performed. First, band-stop filtration 
was performed using a fourth-order Butterworth filter. The signal obtained in this way was 
subjected to the second filtration to extract the bands related to the frequencies of changes in 
stimulating signals. A fourth-order Butterworth band-pass filter with the band edge determined 
by the frequency of the stimulating signal was used. The bandwidth was 0.2 Hz greater than the 
frequency of the generated stimulus. In the next stage, the obtained signal values were squared. 
This operation was aimed at improving the graphic representation of the signal as well as at 
extracting the real-time appearance of the stimulating signal. In the next step, the signal was 
subjected to a Butterworth low-pass filtration with a cut-off frequency of 1 Hz. In the last step, 
the standardization process was carried out. 

6. Results 
The study involved 10 volunteers aged 24-25 who had no medical contraindications. The 
measurement electrodes enabling the acquisition of SSVEP signals were placed on the occipital 
part of the tested person’s head, according to the 10-20 system, in places corresponding to 
points O1, Oz and O2, and the reference electrode was attached to the ear [7]. Before the start 
of the research, a training session was carried out, which allowed the tested person to become 
familiar with the research methodology. Each study consisted of 5 series for each frequency of 
the stimulating signal. 
For all obtained signals, an analysis was carried out using the previously described 
methodology. To analyze the effectiveness of the proposed method, an assessment of the time 
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consistency of the increase in the power of the processed signal of a specific frequency with the 
actual time of the stimulating signal occurrence was carried out. The results obtained from this 
analysis are presented in Table 1. 

Table 1. The number of the correctly identified signals. 

The frequency of the 
stimulating signal [Hz] 

The number of the 
correctly identified 
signals 

Efficiency of the 
identification 

[%] 

10 49 98 

12 47 94 

14 46 92 

16 40 80 

7. Conclusions 
The brain-computer interfaces are undoubtedly one of the most difficult and constantly 
evolving interfaces. From among many signals used in BCI interfaces, the use of SSVEP was 
proposed in the article. The interface built in this way is considered useful when the 
effectiveness of the stimulus recognition is greater than 90%. Based on the obtained results, it 
can be concluded that this condition has been met for most of the stimuli. Only in the case of 
the stimulus with the frequency of 16 Hz the efficiency of recognition was lower than 90% and 
was 80%. The prepared station and the obtained results allow stating that BCI interfaces based 
on the SSVEP method are easy to learn before starting the study and very effective in operation. 
The obtained research results form the basis for further work. According to the authors, the 
proposed method can be effectively used in the objective assessment of the impact of flickering 
light on human discomfort. 
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Abstract. Electroporation is a highly effective method in various fields of application, including 
cancer treatment, where when combined with drugs (called electrochemotherapy), it improves 
treatment via permeabilization of cells. In this work, we analyze current and voltage 
measurements deviation as an indicator of tumor permeability and conductivity changes in the 
nano (3.5 kV/cm x 800 ns x 250 x 4) and microsecond (1.4 kV/cm x 100 µs x 8) pulse ranges. 
The distribution of the electric field inside the tumor was approximated using a finite element 
method simulation in a COMSOL Multiphysics environment. Our results indicate that both 
nano and microsecond range pulses are suitable for effective electrochemotherapy, while 
measurement of the current and voltage deviation can serve as an indicator of successful cell 
membrane permeabilization. 
Keywords: Electroporation, Electric Current, in vivo, Tumor. 

1. Introduction 
Electroporation nowadays is an essential method in cancer treatment and has been investigated 
for decades; however, the treatment outcomes and effectiveness are still under the scope. It is 
known that this method is based on permeabilization of the cell membrane triggered by a pulsed 
electric field (PEF) to deliver poorly permeant chemotherapeutic drugs [1], [2]. Typically, the 
increase of cell permeability in vitro is detected using fluorescent markers [3], although this 
method cannot be employed for successful in vivo analysis, which is usually performed several 
days after treatment. There are several alternative techniques to interpret the outcome of 
treatment in vivo [4], [5], such as evaluation of the changes in tissue electrical parameters, which 
might give a possibility to ensure better treatment efficacy and minimize the deviation ensuring 
effective treatment. 

2. Subject and Methods 
In this work we have used microsecond (1.4 kV/cm x 100 µs x 8) and nanosecond (3.5 kV/cm 
x 800 ns x 250 x 4) non-thermal PEF (< 10 J) for electrochemotherapy of mice BALB/c Sp2/0 
tumors (n = 12) in combination with 12 mg/kg doxorubicin. The tumors were allowed to 
establish and grow until they reached ~150–500 mm3 for treatment with electrochemotherapy. 
Doxorubicin was injected 15–20 minutes before the treatment intraperitoneal. Electric pulses 
were applied using 0–3 kV, 100 ns – 1 ms square wave high voltage and high frequency (up to 
1 MHz) pulse generator [6]. For in vivo experiment, two-needle electrodes with a gap of 5 mm 
were used. The observed changes of pulsed current amplitude during the in vivo treatment were 
measured, and the simulations with finite element model to predict electric field distribution 
were performed. 
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A finite element method (FEM) model of the tumor with needle electrodes was introduced in 
the study to assess the spatial distribution of the electric field. A 3D triangular mesh model was 
developed in the COMSOL Multiphysics environment (COMSOL, Stockholm, Sweden). The 
tumor was approximated as a conductive sphere of 10 mm diameter with constant 0.2 S/m 
conductivity (Figure 1). Two 0.8 mm diameter stainless-steel needle electrodes were injected 
in the middle and the border of the sphere with a 5 mm gap and later repositioned four times by 
90 degrees. In each electrode position, electric pulses were applied according to the protocols. 
Electric field homogeneity and strength was evaluated using COMSOL Multiphysics 
(COMSOL, Stockholm, Sweden) with Livelink for Matlab (Mathworks, Natick, MA).  

 

 
Fig. 1. Finite element model of the tumor. 

 
Voltage drop was measured on the shunting resistor (RSH) to determine the current through the 
tumor according to Ohm's law since the electrodes are connected in series with the shunt. 

 
Fig. 2. Experimental circuit for tumor electrochemotherapy. 

3. Results 
During the experiment in the microsecond range, the pulses were delivered with a 30 s delay to 
minimize the effect of Joule heating. A 9% increase of current was detected between the first 
and the last pulse; however, the increase of the current was statistically significant only between 
the first and last pulses (P < 0.05, n = 3). The current was increasing during the first 3 pulses, 
followed by saturation. A similar tendency was observed during the nanosecond pulsing 
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procedure. An identifiable increase (up to 10%) of the current between the first two pulsing 
bursts was detected. The permeabilization rate was saturated after the first 100 pulses. 
Measurement results have been used as an input for the FEM simulation, which has confirmed 
that the central part of the tumor was treated with the highest dose of PEF compared to the 
sides. However, repositioning of the needle electrodes (every 90 degrees) allowed to cover the 
whole tumor with an above-threshold value of PEF and thus ensure successful delivery of 
doxorubicin on a cellular level. Independently on the applied protocol, a statistically significant 
delay in tumor growth was detected. 

4. Conclusions 
Pulse measurement gives additional information about the outcome of treatment and dynamics 
of tumor conductivity. It allows to development of more accurate FEM models and accounts 
for possible field inhomogeneity. It was concluded that nanosecond PEF electrochemotherapy 
in combination with doxorubicin is an effective alternative for already established ESOPE 
protocols. Lastly, the proposed electrode repositioning strategy can be successfully used to 
minimize field inhomogeneity and induce a more uniform treatment.  
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Abstract. This paper presents the construction of a prototype fingerprint dictionary for the 
identification of metabolites using simple linear combinations without a preprocessing and the 
usage of various algorithms for fitting curves. The identification process is reduced to 
comparing each point of the unknown spectrum with the value stored in the dictionary. Based 
on the obtained results, the concept of MR fingerprinting dictionary prototype is considered to 
be an alternative method for NMR signal analysis, metabolite quantification and preparing 
data for machine learning approach as a training set with further results comparison with 
fittings models. 
Keywords: Nuclear Magnetic Resonance, Single Voxel Spectroscopy, Fingerprinting, 
Dictionary 

1. Introduction 
In general, proton magnetic resonance (MR) spectroscopy has two forms: single-voxel MR 
spectroscopy (SVS) and multi-voxel, better known as MR spectroscopic imaging (MRSI). For 
SVS, various parameters, including the magnetic field, are optimized to get the best possible 
spectrum from a relatively small region or volume of interest (VOI) when, in multi-voxel 
spectroscopy, the selected volume is divided into equal volumetric units. Processing similar 
parameters, the signal-to-noise ratio of MRI shows significantly lower current values 
comparing with SVS. However, the use of MRSI allows to acquire a larger quantity of data by 
collecting each unit of the selected volume. In the estimated sample, one MRSI single-slice 
typically contains more than 50 voxels. Compared to SWS, this causes a sharp growth of 
incoming data, which creates difficulties in their clinical assessment. Another feature of SVS 
is spectral contamination, which is due to the partial volume and chemical shift displacement 
effect from adjacent tissues. In the case of MRI, the chemical shift aliasing is due to bleeding 
spectra from the adjacent voxel [1]. Despite the similarity of these two methods, their 
comparison is considered to be inappropriate because each one can be effective only in solving 
one specific type of task. 
The main focus of this work is based on the analysis of spectra from single-voxel proton MRS 
using a fingerprinting dictionary to determine the metabolite’s relevant concentration. A given 
method is functionally similar to AI, but relies on the identification of similar patterns 
(fingerprints) in a massive signal dictionary instead of using any kind of generalized knowledge. 
In MRI, such an approach has demonstrated respectful results with operations with irregular 
artefacts received from irregularly undersampled MR scanning, thus enabling acceleration of 
the quantitative imaging [2]. 

2. Subject and Methods 
The Principle of Using the Dictionary 
The NMR metabolite fingerprint dictionary is based on the concept of creating the spectrum’s 
list from a known concentration of metabolites. Thus, the work of the dictionary lies down in 

MEASUREMENT 2021, Proceedings of the 13th International Conference, Smolenice, Slovakia

138

mailto:iurii@isibrno.cz
mailto:xvengl02@stud.feec.vutbr.cz


comparison the identification of the unknown spectrum to the spectral data from the data set in 
the dictionary Fig. 1.  

 
Fig. 1. Schematic representation of the dictionary as a set of concentrations and corresponding spectra for the 

identification of the unknown spectrum 

Data Simulation 
This section demonstrates a method for obtaining simulation spectra of the basis set of 
metabolites using the NMRScopeB plugin in the jMRUI software, which is a software package 
for advanced time-domain analysis of MRSI data [3]. The NMRScopeB plugin provides a 
simulation of the evolution of coupled spin systems during an NMR experiment. Its main 
purpose is to calculate the experiment-specific signals expected from each metabolite that can 
be detected, which then form a basis set used in jMRUI for signal decomposition and metabolite 
quantitation. However, many functions are designed to support the development of 
experimental methods. 
 

Fig. 2. Simulated selected basis set of metabolites 

 
Fig. 2, shows a list of selected most commonly used metabolites and their corresponding 
spectral curves in NMR for spectroscopy analysis. All simulations were done on a PC with 
video adapter NVIDIA GeForce RTX 2060 and CPU Intel Core i3-8100 3.60 GHz using 
PRESS (Point RESolved Spectroscopy) [4]. 
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Dictionary Generation 
The idea of creating one detached dictionary, not divided into partitive sub-dictionaries, was 
rejected due to difficulties to operate large amounts of data which causes run-time errors in the 
described program. That is why it was decided to construct separate sub-dictionaries and later 
combine them. 
The task was to create sub-dictionaries of spectra’s list got by the method of a linear 
combination of acquired individual metabolites spectra, which were described in the previous 
chapter. Spectra were achieved with the help of the simulation method. 
All of these sub-dictionaries are bound together into one single dictionary with the help of 
Pandas DataFrame, a data processing toolbox in Python [5].  
A DataFrame is a 2-dimensional data structure that can store data of various types (including 
characters, integers, floating-point values, categorical data, etc) in columns. Pandas provide 
different facilities for easily combining Series or DataFrame with various kinds of set logic for 
indexes and relational algebra functionality in the case of join/merge-type and search/compare 
operations. The extracts are shown on the fig. 3. 

 
Fig. 3. Fragment example of the dictionary (left) and the corresponding sub – dictionary (right) 

3. Results and Discussion 
The dictionary, based on a linear combination of 3 components was tested to recognize 
randomly generated spectra with different levels of noise (fig. 4). As can be seen from Fig. 4, 
all spectra are well identified by a dictionary.  

 
Fig. 4. Recognized spectra: a) no noise b) low noise, c) middle noise: d) high noise 

To demonstrate an efficiency, a spectrum of 10 components is shown. As can be seen in 
Fig.5(a), the spectrum was again well recognized by the dictionary. For checking all ten 
metabolites presence in the spectrum, each individual component at a known concentration was 
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plotted in Fig. 5(b). As can be seen, all peaks of the individual component correspond to the 
peaks in the identified spectra.  

 
Fig. 5. Recognized spectra with 10 components: a) with unknown spectra; b) with individual components 

The obtained result allows us to consider the concept of MR fingerprinting dictionary prototype 
as an alternative method for NMR signal analysis, metabolite quantification and preparing data. 
One of the advantages of the method is the possibility of using without in-depth knowledge of 
NMR spectroscopy, which is very important for clinical research and training new specialists. 
Since all the data used here were simulated, the method should be verified using measured 
spectroscopic data. 

4. Conclusions 
This work demonstrates the concept of a fingerprint dictionary model for NMR spectroscopy, 
which can be applied to single-voxel spectroscopy for fast signal identification and 
quantification, as well as to multi-voxel spectroscopy and NMR imaging. The model presented 
here allows to identify a metabolite just using a simple linear combination without 
preprocessing and usage of different curve fitting algorithms. 
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Abstract. The theoretical analysis of three integral vectorcardiographic parameters, namely 
the integral vectors of the heart ventricle depolarization and repolarization, as well as the 
spatial vector of the ventricular gradient, was carried out. The systematic description and 
biophysical interpretation of integral parameters based on the representation of the heart 
vector through the distribution of characteristics of the cardiomyocyte action potential for the 
heterogeneous bidomain myocardium model are given. Nowadays, medical research has shown 
the high efficiency and predictive value of these parameters. The results obtained here are 
useful in the modeling of vectorcardiograms for various pathological conditions states of the 
heart ventricles and for various characteristics of the cardiomyocyte action potential, which 
determine its shape. An explanation with graphic illustration is given for the very informative 
decartogram of repolarization acceleration. 
Keywords: Vectorcardiography, Dipole Electrocardiotopography, Ventricular Gradient, 
Cardiomyocyte Action Potential, Bidomain Model of The Myocardium 

1. Introduction 
Of great importance to up-to-date diagnostic 
electrocardiography are the parameters defined as areas 
under the electrocardiogram (ECG) calculated in 
different phases of the cardiac cycle. These parameters 
were introduced back in the early 1930s in the works of 
the outstanding scientist Frank Norman Wilson (1890–
1952), who made a significant contribution to practical 
and theoretical electrocardiography.  
An illustration of the genesis of a vectorcardiogram 
(VCG) and electrocardiographic designations used 
below are shown in Fig. 1. 
In the work of Wilson et al. [1], the relationship 
between the spatial gradient of the transmembrane 
potential and the observed dipole moment of the 
electric field was explained using a simple example 
with the activation of a cylindrical fiber. In their 
subsequent work [2], the next parameters were 
determined: the mean electrical axis of QRS, as the 
direction in which the excitatory process spreads over 
the average element of the ventricles; the mean 
electrical axis of T, as the inverse of the direction in 
which the recovery process spreads over the average 
element of ventricles; the area of QT, a measure of 
the electrical effects produced by local variations in 

Fig. 1. Action potentials (AP) of the 
myocardial layers, which turn on 
during the QRS interval (ventricular 
depolarization) and turn off during the 
STT interval (slow and fast 
repolarization). Three components of 
the resultant VCG approximating heart 
vector (dipole moment of the electric 
heart field) spatial evolution. 
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the excitatory process; the mean electrical axis of QT, the direction of the line along which 
these local variations are greatest. 
The last two of the listed parameters were combined into a vector that was named Ventricular 
Gradient (VG). This parameter turned out to be very important in terms of theory and practice, 
especially when moving from the two-dimensional projection in the frontal plane to 
representation in the three-dimensional space [3].  
Some theoretical explanation of the concept VG and more precisely spatial ventricular gradient 
as a time integral of the heart vector on the QT interval within one cardiac cycle is given by 
Burger [4]. The modern theoretical description of VG is based on the work by Plonsey and 
Geselowitz (see, in particular, [5–7]). 

2. Subject and Methods 

Presentation of ECG and VCG in the Bidomain Myocardial Model 
ECG in lead L at an instant t can be represented by integral of current density ( , )t rJ over the 
excitable media region M  (here it is the myocardium, ( )x y zr r r r=  is the point in it, r∈M ). 
For the bidomain model, the current density ( , )t rJ  is determined by the gradient of the 
transmembrane potential, and then the result is ( [7]): 

 i( ) ( , ) ( ) d ( ) ( , ) ( ) dr rU t t r Z r v r U t r Z r v= ⋅∇ = − ⋅∇ ⋅∇∫ ∫J σL L L
M M

,   (1) 

where iσ , intracellular conductivity tensor; ∇, the gradient operator; ( , )U t r the action potential 
(AP), i.e., the time course of transmembrane potential at point r of the myocardium; ( )Z rL  the 
lead L field; ( )Z r∇ L the transfer impedance which relates the current density in the element of 
the myocardium volume rdv  to the ECG value. 
If tensors of intracellular iσ  and extracellular o σ  conductivities are proportional ( o i c= ⋅σ σ ), 
the ECG can also be expressed through AP distribution, but over the entire surface of the 
myocardium ∂M [7]: 
 i( ) ( ) ( , ) ( ) rU t r U t r Z r ds

∂
= − ⋅ ⋅∇∫ σL L

M
,    (2) 

The expressions that are analogous to the above would be also true for the heart vector 
(summary dipole moment of current sources in the myocardium) and thus to VCG 

( )( ) x y zt d  d  d=d , which is the result of measuring the spatial components of the heart vector: 

( ) ( , ) d ( ) ( , ) d ;it t r v r U t r v= = − ⋅∇∫ ∫d J σr r
M M

  if o i c= ⋅σ σ ,  i( ) ( ) ( , ) d .rt r U t r s
∂

= − ⋅∫d σ
M

 (3) 

Representation of VCG Through the Distribution of AP Characteristics of Cardiomyocytes 
The distribution of the transmembrane potential over the myocardium and its change during the 
systole is determined by the AP ( , )U t r  of individual cardiomyocytes which turn on during the 
ventricular depolarization and turn off during the slow and fast repolarization: 

 ( , ) ( ) ( , ( ), ( ), ( ))U t r a r t r r r= ⋅Λ τ θ κ ,   (4) 

where a(r) is the myocyte AP amplitude at point r; Λ is normalized AP as a function of the AP 
onset time τ(r), the AP completion time θ(r), and other parameters κ(r) that determine the shape 
of the AP at point r. 
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It is convenient to represent the normalized action potential Λ as a sum of two functions, that 
is, an ascending function Λ↑ for the depolarization process, increasing from zero to one with 
the onset at instant τ, and a descending function Λ↓ for the repolarization process, decreasing 
from one to zero, conventionally ending at instant θ: 

 ( ) ( )( , , , ) , , 1;t t t↑ ↓↑ ↓
Λ τ θ κ = Λ − τ κ + Λ −θ κ −  (5) 

Then the VCG is the sum of three components: ( ) ( ) ( ) ,t t t↑ ↓= + +d d d d−  which are, 
respectively, the result of depolarization and repolarization, as well as a constant component 
characterizing myocardial inhomogeneity in AP amplitude: 

( )( )i( ) ( ) ( ) ( ), ( ) d ;rt r a r t r r v
↑ ↑ ↑

=− ⋅∇ ⋅Λ − τ κ∫d σ
M

( )( )i( ) ( ) ( ) ( ), ( ) d ;rt r a r t r r v
↓ ↓ ↓

=− ⋅∇ ⋅Λ −θ κ∫d σ
M

 i- ( ) ( ) ( ) .rt r a r d v= ⋅∇∫d σ
M

  (6) 

3. Results 

Formulas for Integral VCG Parameters 
Formulas for integral parameters are derived from the above expressions. Assuming that the 
AP amplitude is constant a and the shape of the ascending and descending parts of AP is 
invariable all over the myocardium, simple expressions are obtained: 

 

i i

i

QRS ST

QT
V

( ) d ( ) ( ) d ; ( ) d ( ) ( ) d ;

( ) d ( ) ( ) d ;

r r

r

t t a r r v t t a r r v

t t a r r v

↑ ↓

↑ ↓

= = ∇τ = = − ∇θ

= + = = − ∇α

∫ ∫ ∫ ∫

∫ ∫

D d σ D d σ

D D D d σ
M M

M  (7) 

where V, ,
↑ ↓

D D D are integrals of the VCG d(t) on the intervals QRS, ST, and QT, respectively, 
and they are determined by the gradient distributions of the AP onset time τ, AP completion 
time θ, and AP duration (θ (r) – τ (r) = α (r)) in the heart ventricles.  

Under the additional assumption of o i c= ⋅σ σ  : 

 ( ) ( ) ; ( ) ( ) ; ( ) ( ) .Vi r i r i r
M M M

r r ds r r ds r r ds↑ ↓σ σ σ
∂ ∂ ∂
= ⋅ τ = − ⋅ θ = − ⋅ α∫ ∫ ∫D D D  (8) 

Characterization of Integral VCG Parameters  

 D↑, integral vector of the heart ventricles depolarization (integral QRS vector) 
Juxtaposing (7, 8) with (3), one can see that the depolarization onset time plays here the role of 
negative potential. D↑ is directed towards increasing the activation time, i.e., it indicates the 
general direction of the spread of ventricle activation and is, on average, proportional to the 
difference in the times of the depolarization process onset and end. The related parameters 
include the mean vector of ventricles depolarization (D↑ / “QRS duration”); mean electrical 
axis of QRS

↑ ↑D D . 

D↓ , integral vector of the heart ventricles repolarization (integral ST vector) 
Here, the repolarization completion time plays the role of a potential. D↓ is directed towards 
decreasing the repolarization completion time, opposite to the propagation of the heart ventricle 
repolarization, and is, on average, proportional to the difference in the times of the beginning 
and end of the repolarization process.  
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The related parameters include the mean vector of ventricle repolarization ( D↓ / “ST 
duration”); mean electrical axis of ST

↓ ↓= D D . 

DV, spatial ventricular gradient (integral QRST vector) 
The AP duration plays here the role of a potential. DV is directed towards a decrease in the AP 
duration, and its magnitude is the rate of decrease. The related parameters include repolarization 

acceleration ( )
QRS

max ( )
t

t
∈VD d  [8], Fig. 2; spatial 

QRST-T angle, the angle between the integral 
vectors of ventricle depolarization and repolarization, 
or, which is the same, between the electric axes of the 
QRS and T.  

4. Discussion 
A theoretical analysis of integral vector-
cardiographic parameters was carried out based on 
the representation of the heart vector through the 
distribution of the characteristics of the action 
potential of cardiomyocytes for the heterogeneous 
bidomain model of the myocardium. A systematic 
biophysical description of integral parameters is 

given. Nowadays medical research has shown the high efficiency and predictive value of these 
parameters [9]. The results obtained can be useful in modeling vectorcardiograms for different 
pathological conditions of the myocardium of the heart ventricles with different characteristics 
of the action potential of cardiomyocytes and its distribution over the myocardium. 
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Fig. 2. Decartogram of the repolarization 
acceleration for a healthy subject 
(left); on the right, AP in the corres-
ponding areas of the decartogram, with 
the values of the AP duration 
decreasing. 
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Abstract. The transthoracic impedance measurement is one of the important functions of an 
automated external defibrillator (AED). In this paper, the basic knowledge of transthoracic 
impedance measurement is introduced, and a simple transthoracic impedance measurement 
system combined with the defibrillation process is proposed. The system is composed of a high 
voltage detection circuit, defibrillation current detection circuit, AD acquisition and data 
processing and other parts, without additional hardware excitation measurement structure, 
which is conducive to the portable design of AED. The measurement results show that the error 
of transthoracic impedance measured by this system is less than 5%. 
Keywords: Automated Transthoracic Impedance Measurement, Transthoracic Impedance, 
AED, Defibrillator 

1. Introduction 
AED is a first-aid device for electrical defibrillation at the scene of prehospital onset since the 
late 1980s[1], and the thoracic impedance measurement is an important function of AED. By 
the size of the thoracic impedance in 25 Ω ~ 200 Ω [2], many factors can affect the thoracic 
impedance, including the type and area of the electrodes, electric electrodes contact conditions 
and so on[3]. Measuring transthoracic impedance allows AED to adjust the amount of 
defibrillation energy in real-time based on the patient's transthoracic impedance, and it can give 
early warning to dangerous conditions such as lead electrodes fall off, lead electrodes' abnormal 
contact and so on. For bio-impedance data, a widely utilized equivalent circuit model is known 
as the Cole-impedance model and was introduced by Kenneth Cole in 1940[4]. Most of the 
solutions of AED transthoracic impedance measurement are voltage measurement after double 
electrodes current excitation based on the Cole-impedance model[5], which requires additional 
hardware circuits and algorithms, and it cannot reflect the change of transthoracic impedance 
between transthoracic impedance measurement and defibrillation. To detect transthoracic 
impedance without adding more hardware circuits and improve the instantaneity of 
transthoracic impedance detection, we proposed a new method of transthoracic impedance 
detection based on Ohm's law, which combined the process of transthoracic impedance 
detection with the process of defibrillation. The measured results show that the accuracy of this 
method can meet the requirements of subsequent transthoracic impedance compensation 
function, and this method has certain reference significance for the development of AED 
impedance measurement technology. 

2. Methods 
A. High Voltage Detection Circuit 
The high voltage detection circuit detects the voltage across the energy storage capacitor. On 
the one hand, it feeds back to the charging circuit to ensure that the capacitor is charged to the 
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preset voltage. On the other hand, the highest voltage value transformed by AD is recorded for 
the calculation of thoracic impedance. The principle of the high-voltage detection circuit is 
shown in figure 1, and this circuit design shall meet the following requirements: 1. Input range: 
0~2200V; 2. Output range: 0~3.3V; 3. Withstand voltage: above 3000V. We use the resistance 
division and operational amplifier to realize the linear attenuation of the input voltage, and the 
amplifier model is LM358. 

 
Fig.1. High voltage detection circuit schematic diagram 

In addition, this paper uses the "H" bridge structure of the discharge circuit to set up a dual high 
voltage detection method to ensure the stability and reliability of the high voltage detection. 
R1 ~ R12 in figure 1 are withstanding voltage resistance of 2.2 MΩ with an accuracy of 1%. 
R13~R16 and HR1~HR4 are high-precision resistors with a precision of 0.1% to ensure circuit 
symmetry and the accuracy of step-down multiple. Assuming that the capacitance-voltage is 
VH, the output voltage of the resistor divider circuit can be obtained as follows: 

V1= R2+R3+R4+R5
R1+R2+R3+R4+R5+R6

VH= R8+R9+R10+R11
R7+R8+R9+R10+R11+R12

VH= 2
3

VH                  (1) 

In the op-amp circuit, both U1B and U2B are typical voltage amplifier circuits, and the gain 
coefficient can be obtained as follows: 

 KU1B=KU2B= R13
HR3

= R15
HR1

= 150000
100000000

= 3
2000

                             (2) 

The final output voltage VOUT1 of the high-voltage detection circuit is: 
VOUT1= 2

3
3

2000
V

H
= VH

1000
                                  (3) 

The high-voltage detection circuit reduces the capacitance-voltage by 1000 times and then 
outputs it to AD sampling. This multiple can reduce the input voltage of 2200V to 2.2V, which 
meets the requirements of the system. 
B.  Defibrillation Current Detection Circuit 
Since the peak value of AED defibrillation current may reach more than 40 A[6],  the system 
selects the current transformer to linearly convert the large current of defibrillation into a small 
voltage for data acquisition. This non-contact measurement method can ensure the accuracy and 
safety of measurement. In this system, a compensating resistor of 50 Ω is set in the defibrillation 
circuit to limit the defibrillation current. As shown in figure 2, the RL-3430 current transformer 
is selected, and the number of sub-turns is 200. High precision load resistance value for Rt=10Ω, 
and the relationship between the output voltage VOUT2 and the defibrillation current I is:  
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VOUT2=I Rt
200

= I
20

                                                  (4) 

 

Fig. 1. Defibrillation current detection circuit schematic diagram. 

C.  AD Acquisition and Data Processing 
AD acquisition for high voltage detection and defibrillation current detection is realized by 
multiplexing of two 12-bit, 1MSPS analog-to-digital converters. In the charging stage of the 
energy storage capacitor, two AD converters work at the same time to collect dual high voltage 
values. The AD circuit controls the error and helps the charging circuit charge the capacitor to 
a preset voltage value, and saves the peak voltage on the energy storage capacitor. 
When the AED stops charging, the analog-to-digital converter switches to the acquisition of the 
defibrillation current. When the operator presses the defibrillation key, the defibrillation current 
detection circuit detects a very short current signal, and the ADC records the peak value and 
calculates the transthoracic impedance value, and this process lasts 100 microseconds. Due to the 
50 Ω defibrillation circuit impedance in the machine, the thoracic impedance calculation formula 
is: 

RTTI=
VH
I

-50= 1000VOUT1
20VOUT2

-50=50 VOUT1
VOUT2

-50                                  (5) 
To improve the measurement accuracy of the system, the correction coefficients K and D are 
set in the system to correct the measurement error of the system. Based on the ideal linear 
relationship between the preset impedance value and the calculated voltage value, the measured 
voltage value is fitted linearly, and K and D are the slope correction coefficient and intercept 
correction coefficient, respectively. The correction coefficients can significantly reduce the 
errors caused by the hardware circuit, AD sampling and other links. 

3. Results and Discussion 
The system was tested by simulating transthoracic impedance. Fluke Impulse 6000D 
defibrillation analyzer and Fluke Impulse 7000DP percutaneous pacemaker analyzer were used 
to simulate the rhythm of ventricular fibrillation and transthoracic impedance. After thoracic 
impedance preset 50Ω, 75 Ω, 100 Ω, 125 Ω, 150 Ω, 175Ω, 200 Ω, and capacitance-voltage 
measurement is 1825 V, and the correction coefficient: K = 0.976, D = 1.294, measurement 
data are shown in Table 1. 
Since most of the impedance compensation strategies of AED divide the transthoracic 
impedance into several stages, the measurement accuracy of the transthoracic impedance 
measurement system can meet the subsequent requirements of AED impedance compensation. 
The measurement results show that the system can control the error of the general thoracic 
impedance measurement below 5%, and the errors may mainly come from the following aspects: 
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• AD sampling rate: AD sampling rate still needs to be improved; 
• Compensation resistors: The errors are more significant at small transthoracic impedance; 
• Gain coefficient: The gain coefficient will vary with temperature as the measurement time 

progresses. 

Table 1. Results of transthoracic impedance measurement. 

Preset value of transthoracic 
impedance /Ω VOUT1/V VOUT2/V Measured value of thoracic 

impedance /Ω 
The relative 

error /% 
50 1.825 0.92 49.2 1.6% 
75 1.825 0.71 78.5 -4.7% 

100 1.824 0.59 104.6 -4.6% 
125 1.825 0.51 128.9 -3.1% 
150 1.825 0.45 152.8 -1.9% 
175 1.825 0.4 178.1 -1.8% 
200 1.825 0.36 203.5 -1.7% 

4. Conclusion  
This paper first describes the significance of impedance measurement in AED and proposes a 
simple transthoracic impedance measurement method that is attached to the defibrillation 
process. Then the principle and specific implementation of this method was described in detail. 
Through the thoracic impedance measurement verification, it is shown that this method can 
measure the transthoracic impedance, and the measurement accuracy meets the functional 
requirements of AED. The advantages of this measurement method are that it does not need to 
add additional hardware excitation or measurement circuit, nor does it cause unnecessary current 
excitation to patients, and it has better measurement timeliness. However, this method still has 
many shortcomings in the measurement of capacitive impedance and measurement accuracy of 
transthoracic impedance, and it is proposed to be improved in subsequent studies. 
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Abstract. The inverse problem of electrocardiography (ECG) aims to reconstruct cardiac 
electrical activity using body surface potential measurements and a mathematical model of the 
body. However, this problem is ill-posed; therefore, it is essential to use prior information and 
regularize the solution to get an accurate solution. A statistical estimation has been applied to 
the inverse ECG problem with success, but a "good" a priori probability model is required. In 
this study, the Bayesian Maximum A Posteriori (MAP) estimation method is applied for solving 
the inverse ECG problem. Several prior models (training sets) are constructed, and the 
corresponding results are evaluated in terms of electrogram reconstruction, activation time 
estimation and pacing site localization accuracy. Our results showed that the training data 
consisting of beats from the 1st or 2nd neighbors of the test beat pacing nodes resulted in more 
successful results, implying that the prior models, including moderate amount and coverage of 
training data, might lead to an improved reconstruction of electrograms.  
Keywords: Electrocardiography, Inverse Problem, Bayesian MAP Estimation 

1. Introduction 
The objective of electrocardiographic imaging (ECGI) is to reconstruct the electrical activity of 
the heart using the body surface potentials and a mathematical model of the torso [1]. It provides 
high-resolution functional images of cardiac electrical activity. However, this is an ill-posed 
problem and to get a meaningful solution, the solution should be regularized. One of the most 
widely used regularization methods is Tikhonov regularization, which makes a trade-off 
between fidelity to the measurements and a good fit to an a priori constraint [2]. 
Alternatively, statistical estimation methods could also be used where the solution is 
represented in terms of probability distributions [3],[4]. The most widely used statistical 
methods are Bayesian Maximum A Posteriori (MAP) estimation and Kalman filtering. Kalman 
filtering uses an algorithm where the measurements observed over time are used to estimate the 
solution by representing the solution as state-space formulation [3]. In Bayesian MAP 
estimation, the solution is chosen to maximize the posterior probability density function (pdf) 
of the electrograms [4]. However, choosing a "good" prior pdf is still a challenge in the 
application of the MAP approach to ECGI. 
In this study, we compare different prior models based on different training sets in terms of 
their performance on MAP-based ECGI. Bayesian MAP estimation is applied to 3 different test 
beats, and solutions are obtained for five different training sets for each test beat. These 
solutions are examined and compared with each other. Then, how to choose the training set to 
get the best result is discussed. 
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2. Subject and Methods 

Problem Definition 
The problem can be described by the equation 𝑦𝑦𝑖𝑖 = 𝐴𝐴𝑥𝑥𝑖𝑖 + 𝑛𝑛𝑖𝑖 where 𝑦𝑦𝑖𝑖 , 𝑥𝑥𝑖𝑖 and 𝑛𝑛𝑖𝑖 denote the 
BSP measurement vector, epicardial surface data to be reconstructed, and noise vector, 
respectively, at time instance 𝑖𝑖, and 𝐴𝐴 is the forward transfer matrix. The forward matrix 𝐴𝐴 is 
found using the Boundary Element Method (BEM) in a homogeneous torso [1]. 

Bayesian MAP Estimation 
Solving the problem at each time instant separately and dropping the time index, the ECGI 
solution is chosen to maximize the posterior pdf of the sources, which can be expressed as:  

 𝑥𝑥�𝑀𝑀𝑀𝑀𝑀𝑀 = 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑥𝑥
𝑥𝑥

𝒑𝒑(𝑥𝑥|𝑦𝑦) = 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑥𝑥
𝑥𝑥

𝒑𝒑(𝑦𝑦|𝑥𝑥)𝑝𝑝(𝑥𝑥)
𝒑𝒑(𝑦𝑦)  . (1) 

In this study, the noise is assumed to be Gaussian zero-mean independent identically distributed 
(𝑛𝑛~𝑁𝑁(0,  𝐶𝐶𝑛𝑛)). The epicardial potentials are also assumed to have Gaussian distribution (𝑥𝑥 ∼
𝑁𝑁(μ𝑥𝑥,  𝐶𝐶𝑥𝑥)). Thus, the following expression can be obtained as the MAP solution: 

 𝑥𝑥�𝑀𝑀𝑀𝑀𝑀𝑀 = �𝐴𝐴𝑇𝑇𝐶𝐶𝑛𝑛−1𝐴𝐴 + 𝐶𝐶𝑥𝑥−1�
−1
�𝐶𝐶𝑥𝑥−1μ𝑥𝑥 + 𝐴𝐴𝑇𝑇𝐶𝐶𝑛𝑛−1𝑦𝑦�, (2) 

The prior mean (μ𝑥𝑥) and the covariance matrix (𝐶𝐶𝑥𝑥) are estimated from a training dataset 
consisting of previously available epicardial potentials [4]. 

Experimental Data  
Both the training and test data constitute measurements taken from Utah tank experiments [5]. 
Sock electrodes with 490 nodes on the epicardial surface were utilized to measure the 
electrograms (EGM), while BSPs were simulated from these EGMs at 192 electrodes on the 
torso surface at 30 dB SNR. Three different test beats from two different datasets were used to 
compare the reconstruction accuracy of the MAP approach. These three test beats, whose 
pacing nodes have a higher number of neighboring pacing locations, were used. The QRS 
segment of the test beat was reconstructed using the generated training data. 
For each of the three test beats, five different training datasets were generated. Each of the 
training datasets includes training beats paced from the neighbors of the test beat pacing node 
up to the respective order given by the training set name. To illustrate, Training Set 3 includes 
beats initiated from the pacing locations up to the third-order neighborhood of the test beat 
pacing site. Using the heart surface mesh, first-order neighbors have direct connectivity to the 
node of interest, second-order neighbors constitute the first order neighbors of the node of 
interest combined with their first order neighbors, etc. The pacing site of the test beat and those 
of the training beats are illustrated in Fig. 1. The metrics describing the proximity of the training 
data pacing nodes to the test data pacing location and the coverage do not remarkably change 
among the test datasets. The mean distances to the pacing node for Training Set 1 to 5 are about 
5 mm, 7.8mm, 10mm, 13mm, and 15.7mm. The numbers of beats in the training sets generated 
for Test Beat-1 and Test Beat-3 are close to each other, whereas, for Test Beat-2, the number 
of training beats is significantly larger. 

3. Results 
Reconstructed potentials were evaluated using Pearson’s correlation; spatial correlation 
coefficients (sCC) for each time instant over all leads, and temporal correlation coefficients 
(tCC) for each lead over all time instants were computed. Activation times (ATs) were 
estimated using a spatio-temporal approach [6]. The accuracy of AT was evaluated by using  
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Fig. 1. Neighborhood map of pacing nodes regarding the training and test data. 

Pearson's CC. The pacing site was assigned as the earliest activated node. Localization error 
(LE) was computed as the Euclidean distance between the true and estimated pacing sites. 
Fig. 2 presents the box plots for sCC and tCC results for the three test beats and their respective 
five training data. Test Beat-1 has the lowest median sCC and tCC values for Training Data-1. 
Other training datasets have similar median values and interquartile ranges (IQRs). All the five 
training datasets used in the reconstruction of potentials of Test Beat-2 give similar tCC results. 
However, Training Data-1 and 2 provide slightly smaller IQR for sCC. Therefore, Training 
Data-1 and 2 outperform other training datasets. For Test Beat-3, median tCC and sCC decrease 
going from Training Data-1 to Training Data-5. Training Data-1 has a wider IQR than Training 
Data-2 for sCC results.  

 
Fig. 2. Box plots for spatial and temporal correlation coefficients between three test beats (TS1, TS2 and TS3) 

and their Bayesian MAP estimations with five training datasets. 

Table 1 and 2 present the CC values for the reconstructed ATs and the LE (mm), respectively. 
CC results for AT estimation are not significantly affected by choice of training datasets. Unlike 
the performance in reconstructing the epicardial potential maps, the localization error was not 
observed to be strictly correlated with the training set choice. To illustrate, the localization error 
obtained using Training Data-1 is approximately half of that of Training Data-2, although they 
are equally successful considering sCC and tCC as the evaluation metric.   
Table 1. CC values for ATs for three test beats with five training datasets. 

Test Beats  Training 
Data-1  

Training 
Data-2  

Training 
Data-3  

Training 
Data-4  

Training 
Data-5  

Test Beat-1   0.95 0.96 0.95 0.95 0.95 
Test Beat-2   0.93 0.94 0.93 0.94 0.94 
Test Beat-3 0.97 0.98 0.98 0.97 0.96 
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Table 2. Localization errors (in mm) for three test beats with five training datasets. 

Test Beats  Training 
Data-1  

Training 
Data-2  

Training 
Data-3  

Training 
Data-4  

Training 
Data-5  

Test Beat-1   12.98 9.50 9.50 9.41 9.50 
Test Beat-2   4.27 9.00 8.67 8.67 8.32 
Test Beat-3 24.94 9.56 13.38 13.36 16.74 

4. Discussion & Conclusion 
In this study, we applied the Bayesian MAP estimation to ECGI to evaluate the best-case 
scenario where we know the pacing node of the test beats from the measured epicardial 
potentials. We observed that the selection of the training set is essential to get a good result. 
Including the nodes up to the first or second neighbors of the training set is generally enough 
to obtain a good estimation. As further nodes are included, the result slightly gets worse but are 
still adequate in terms of localization. This can be attributed to the fact that the prior pdf may 
get less successful at representing the local features when the training beats are taken further 
away from the pacing location. However, the decrease in the performance is very small even 
with Training Data-5. We did not observe any contradiction in the behavior of spatial and 
temporal CCs, so considering only one of them to check the results was enough. The seemingly 
contradictory relation observed in some cases between LE and the other metrics can be 
attributed to the inaccurate performance of the AT estimation algorithm. The accuracy of the 
algorithm needs to be improved for a more reliable evaluation of the ECGI methods. 
Nevertheless, Bayesian MAP estimation has some limitations in clinical tasks since the 
epicardial covariance matrices cannot be estimated in the absence of epicardial measurements. 
Tikhonov regularization, which does not require any prior knowledge [2], has an advantage in 
this sense with a trade-off of reconstruction success. The success of the prior model constructed 
with simulated training data will be investigated to overcome this problem. 
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Abstract. Wearable real-time systems collecting and smartly analyzing information about 
patient health status could help medical personnel adopting the most suitable countermeasures 
in case of highly stressful situations in military and civil scenarios. Such situations include 
terrorist attacks or rescue operations. We propose the design and development of a patch-like 
device prototype (SmartPatch) and a methodology enabling continuous evaluation of victims' 
vital parameters. Using this innovative platform after the first triage, the onsite emergency 
teams will have continuous information about the health status of each person wearing 
the SmartPatch. If the health status of a victim is changed, SmartPatch is able to generate an 
alert and prevent overlook of critical health changes causing potential severe life-threatening 
consequences or death. 
Keywords: Wearable Body Sensors, Cuffless Blood Pressure Measurement, Triage, Emergency, 
Telemedicine 

1. Introduction 
Over the last few years, various wearable real-time systems have been developed to monitor 
the health status of patients and thus to improve the provided health care. The use of wearable 
devices to monitor patients in the hospital ward or at home reduces the frequency of regular 
check-ups by the medical staff and increases the likelihood of early detection of the patient's 
health deterioration [1]. Chest-based patch devices like Sensium®Patch are used in the ward 
for early detection of health worsening signs. This device monitors the patient’s heart rate from 
a single lead ECG, respiratory rate and auxiliary temperature. Three hours of recorded data can 
be stored, and the device battery lasts for 5 days [2]. VitalPatch® can be connected to a mobile 
phone and used for remote monitoring at the patient's home. It measures single-lead ECG, heart 
rate and its variability, respiratory rate, body and skin temperature for up to 7 days. In 2019, a 
prototype of a health patch was introduced by the Interuniversity Microelectronics Centre 
(IMEC) that measures heart and respiratory rate but also SpO2 by using photo-plethysmography 
(PPG). Advantageous properties of the above-mentioned types of wearable health monitoring 
devices suggest that similar devices could also be used in emergency telemedicine to improve 
the management of victims during mass injury events such as terrorist attacks or natural 
disasters. Such management requires improvement of the rescue procedures as well as the 
development of adequate supporting systems [3].  
In this paper, we present the design of a wearable monitoring system that uses integrated 
wireless sensor SmartPatch (SP) for continuous recording and measurement of selected vital 
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parameters of the victim and modular software capable of basic onsite real-time diagnostics 
based on advanced signal processing methods and artificial intelligence. 

2. Subject and Methods 
Simple triage and rapid treatment (START) is a triage method used by first responders to 
quickly classify victims of mass casualty incidents based on the severity of inflicted injuries. 
Victims are evaluated into four categories: walking wounded (Green), delayed (Yellow), 
immediate need for treatment (Red), and deceased (Black). Based on this evaluation, decisions 
are made about priorities for treatment and evacuation to the hospital. The wearable 
technologies can substantially improve the decisions and the medical response to the mass 
victim events by continuously measuring vital parameters and generating timely warnings if 
the victim's health status has changed.  
When implementing the wearable technology, we have considered three aspects of the solution: 
the design and development of the patch-like biosensor SP, the methodology for analysis of 
acquired physiological data and their interdependencies reflecting changes of the health status, 
and finally, some modifications of victims’ management processes brought on by the 
introduction of the new technology. 
The proposed SP sensor provides continuous recording of the electrical activity of the heart - 
the ECG signal, body temperature, blood oxygen saturation sensed by changes of the light 
absorption - the PPG signal, and chest movements - the respiratory signal. Given the signals, 
the device has the processing power to provide real-time calculation of the pulse, systolic and 
diastolic blood pressure, respiratory rate, and the chest-based SpO2. 
The SP device is accompanied by relevant methodology implemented in software modules 
enabling signal processing and data analysis for detection of health status changes 
corresponding to transitions to Yellow or Red status. If some data are transferred from the SP 
to the first responders or to the central server, security aspects of the data transfer are considered. 
During the modified triage process, victims labeled as Green or Yellow get the SP placed on 
their chests. The SP is designed to alert the first responders by visual (flashing diodes) and audio 
(sound alarm) signals if the health status transition from Green to Yellow or Yellow to Red is 
identified. This improves the dynamics and quality of the triage process. 

3. Proposed Solution 
Design and development of the integrated SP 
Besides implementation of existing (or being developed in parallel) sensors, electronics and 
data processing methods, design of the integrated SP poses several research questions. These 
include the cuffless blood pressure measurement and the chest-based SpO2 measurement. 
In 2014, the IEEE standard for wearable cuffless blood pressure (BP) measuring devices was 
introduced. Algorithm for BP estimation based on both pulse transit time (PTT) and PPG intensity 
ratio (PIR) achieved an accuracy of -0.37 ± 5.21 mmHg for systolic and -0.18 ± 4.13 mmHg for 
diastolic blood pressure. We use machine learning techniques for BP estimation from ECG signal 
[4] to minimize the need of calibration and recalibration of the cuffless system and to ensure the 
accuracy of the estimation. Recent development includes using deep learning in the estimation of 
BP [5]. 
During some life-threatening situations, blood circulation is limited to the torso and head. Thus, 
monitoring blood oxygenation from the finger can result in corrupted blood saturation reading 
due to poor blood circulation [6]. Integration of SpO2 sensor into the chest-based patch device 

MEASUREMENT 2021, Proceedings of the 13th International Conference, Smolenice, Slovakia

155



(e.g. central area of the manubrium bone) enables a reduction in measurement delays of blood 
saturation by several seconds comparing to the finger-based sensor. This is especially important 
in emergency situations and enables rescue teams to introduce treatment more rapidly. 
However, as the reflective chest-based sensors use a PPG waveform that is several times weaker 
than that obtained from the finger-based transmission sensor, the signal is more prone to noise 
and distortions due to motion artefacts of the skin. Successful measurement requires proper 
illumination of the chest tissue, large gain, adjustment of the power supply voltage, proper 
angular rotation of the photodiode and LEDs regarding the sensor surface, and high filtering.  
The ECG signal is recorded by two patch electrodes, processed by instrumental and rail to rail 
operational amplifiers and sampled at 1 kHz by a 10-bit A/D converter. The temperature is 
sensed by an infrared or contact sensor, respiratory is estimated by a chest tensometer. The patch 
device is powered by Li-on, Li-Fe or Li-poly battery that provides the best energy to size ratio. 
The SP hardware is a proof of concept prototype, where the main goal was to determine whether 
it is possible to build a reliable and functional device. 
The SP device enables data transmission to the nearest rescue team member mobile phone via 
Bluetooth and then by WiFi or a mobile network to the central data repository with all relevant 
security and privacy consideration. Data encryption and access permission for data packing and 
transfer use existing NATO standards (e.g.  APP-11, APP-11 NATO Message Catalogue, 
ADatP-3, AMedP-5.1). The service for reading data from the SP and transferring them to the 
central data repository is installed on mobile phones carried by the rescue team members. The 
data transferring process from the disaster site to the relevant stakeholder for further victim's 
vital signs analysis is shown in Fig.1.  
 

 
Fig. 1. Data transfer process using the SP patch. 

Processing and analysis of physiological data and the alert system 
The methodology for the Green to Yellow (GtoY) and Yellow to Red (YtoR) alert consists of 
two parts: 1. decision-making process according to the START method, and 2. machine learning 
(ML) model, as validation support. According to the START triage procedure, heart rate and 
respiratory rate give enough information to detect possible deterioration of the victim’s health 
status. For the ML part, the existing databases [4] of vital parameters and the publicly available 
ones (such as https://www.physionet.org) stand as a valuable asset for the development of the 
most appropriate ML model, chosen among support-vector machines, deep neural networks or 
ensemble methods. These models, considering the whole pipelining process, are developed off-
line, and the label classification part is done on the Smart Patch in real time. The processing 
power of the SP allows deploying of this twofold decision-making process.  
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Victims management 
The standard START triage procedure has limitations in that it does not provide resource 
allocation. The classification procedure does not depend on the number of victims or resources 
available (medical emergency crew members). Also, it does not prioritize patients within each 
of the three triage groups and does not follow the changes in their health status. The introduction 
of the SP technology addresses the limitations mentioned above of the triage system and allows 
to consider how to redesign existing processes of the victims’ management on the site of the 
accident and how to support the coordination of medical teams in the field. 

4. Discussion and Conclusions 
We proposed a new type of chest patch – the SmartPatch prototype, a wearable technology that 
can help to improve the process of victims’ management after mass victims events. The SP 
devices can be a part of the emergency unit equipment or publicly available as medical kits at 
potential targets of terrorist attacks (shopping malls, sports arenas, public squares and similar 
surroundings). Integrating the technology into the existing emergency strategies will require 
mechanisms for building trust and achieve error-free communication among the emergency 
professionals in order to avoid misunderstanding and ignorance. Medical experts should be 
directly included in the real-life simulation exercises and in the patch-like device prototypes 
testing. This is a part of the strategy for ensuring SP’s acceptance by the medical responders 
within their existing protocols. 
However, due to constraints of the Bluetooth technology with limited connections to its peers 
and possible unavailability of the mobile network at the site of accident (rural area, overloaded 
network), the data transmission, sharing, and remote evaluation might be feasible only in the 
emergency vehicle during patient transportation to the hospital. Even this will enable timely 
setup of the needed care in the hospital. 
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Abstract. An algorithm for the identification of non-polynomial calibration dependences, which 
can be reduced to linear dependences by change of variables, has been developed. The 
parameters of linear dependences are found by the least-squares method. An algorithm for 
measurement uncertainty evaluation using the identified dependence is given, accounting for 
the instrumental measurement uncertainties of the responses of the calibrated measuring 
instrument and the values of the calibration points. 

Keywords: Non-Polynomial Calibration Dependence, Change of Variables, Least Squares 
Method, Instrumental Uncertainties. 

1. Introduction 
The problem of plotting calibration dependences of measuring instruments is solved using a 
measurement experiment, during which values are measured with some uncertainties. The 
identification of a given type of dependence is carried out using the obtained values of the 
measured quantities for the dependence. The most common method for solving the 
identification problem is the least-squares method, which is well implemented for polynomial 
dependencies. In metrological practice, one often has to deal with the case when an increase in 
the degree of the polynomial within reasonable limits does not lead to a significant decrease in 
the approximation error when identifying a nonlinear calibration dependence. In this case, the 
transformation of the original dependence into a linear dependence is applied by the change of 
variables. The parameters of the linearized dependence are subsequently found using the least-
squares method. 
The paper discusses the solution to the problem of uncertainty evaluation of the non-polynomial 
dependence identification accounting for the instrumental uncertainties of the measured values. 

2. Transformation of Non-Polynomial Calibration Dependence: Basic Relations 
The measuring instrument (MI) response is measured at N calibration points of the considered 
range 1 2, ,..., NX X X to plot the calibration dependence of the MI. At each jX  calibration point, 
measurements of the MI readings jiY  (i = 1, 2, ..., n) are carried out and repeated n times. Based 
on the measurements, a calibration dependence is plotted and its approximation is carried out 
by a mathematical dependence. Finding the parameters (identification) of the dependence is 
most often performed by the least-squares method (LSM) [1], which provides the best results 
when the approximation dependence is a polynomial. 
In metrological practice, one often has to deal with the case when an increase in the degree of 
the polynomial within reasonable limits does not lead to a significant decrease in the 
approximation error when identifying a nonlinear calibration dependence. In this case, the 
transformation of the original dependency 
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 ( , , )Y f X A B=                                                            (1) 

within linear dependence 

y a bx= +                                                                (2)  

by the change of variables [1]: 

( )x X= Φ ;                                                              (3) 

( )y Y= Ψ .                                                              (4) 

is applied. 
Expressions (1) for nonlinear functions (1) reduced to linear ones are given in the first column 
of Table 1, the second column of which contains expressions (3), (4) for the functions. 
Table 1. Basic expressions for implementing the variable replacement method 

( , , )Y f X A B=  ( )x X= Φ  
( )y Y= Ψ  Â , B̂  1 ˆ ˆ( , , )X f Y A B−=  Xc ; Yc  xc  
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The estimates ˆˆ,a b  of the parameters of the linearized dependence are subsequently found using 
the LSM [2]. When evaluating the uncertainty of the calibration dependence (1), one should 
take into account the uncertainty of the values of the output signal Yu  of the MT. The values 
are evaluated both by type A (due to random errors of the MT) and by type B (due to 
instrumental measurement errors during calibration, as well as the uncertainty in determining 
the values (evaluated by type B) of Xu  calibration points). It should be considered that since 
the values of Y  and X  are directly measured with the help of the MI, the instrumental 
uncertainties Yu  and Xu  must be recalculated into instrumental uncertainties yu  and yu  when 
identifying the linearized dependence (2) just as: 

( )
x X X X

Xu u c u
X

∂Φ
= =

∂
;                                                       (5) 

    

 

( )
y Y Y Y

Yu u c u
Y

∂Ψ
= =

∂
.                                                         (6) 
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The expressions for the sensitivity coefficients Xc , and Yc  for different initial dependencies (1) 
are given in the fifth column of Table 1. 
After identifying the linear dependence, it is necessary to perform its inverse transformation 
into the original one, according to which it will be necessary to calculate the uncertainty of 
finding the value X  for any value Y . The values of the coefficients Â  and B̂  recalculated from 

the obtained coefficients are given in Table 1. Expressions for sensitivity coefficients x
Xc
x

∂
=
∂

, linking uncertainties Xu  and xu  for different initial dependencies (1), are given in the fifth 
column of Table 1. The expressions for sensitivity coefficients, linking uncertainties, 

X x xu c u=                                                                   (7) 
are given in the last column of Table 1. 

3. Algorithm for Identifying the Required Dependence Using a Linear Dependence of a 
General Form 

The general linear dependence has the form [2]: 

0 ( )y a b x x= + − .                                                             (8) 

Using dependence (8) instead of (2) eliminates the correlation between estimates 0â  and b̂  [2]. 
The algorithm for estimating the measurement uncertainty for the dependence will consist of 
the following points. 

1. According to the experimental points 
1

1 n

j ji
i

Y Y
n =

= ∑ , the dependence 

( )j jY f X= ,                                                              (9) 
is plotted, which is approximated by one of the functions ( , , )Y f X A B=  of the first column of 
Table 1. 
2. The initial dependence (9) is linearized using the expressions ( )x X= Φ  and ( )y Y= Ψ  from 
the second column of Table 1. 

3. The estimates of the linearized dependence (2) coefficients a  and b  are calculated using the 
expressions [2]: 

        
1 1

ˆ ( ) ( )
N N

j j j
j j

b y x x x x
= =

= − −∑ ∑ .                                        (10)                                    

1 1 1 1 1

1 1ˆ ˆˆ
N N N n N

j j ji j
j j j i j

a y b x y b x
N Nn= = = = =

= − = −∑ ∑ ∑∑ ∑ ;                           (11)   

where 

1

1 N

j
j

x x
N =

= ∑ ;                                                              (12) 

1

1 n

j ij
i

y y
n =

= ∑ .                                                             (13) 
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4. According to the obtained values â  and b̂ , the values of the coefficients Â  and B̂  are calculated, 
using the formulas from the third column of Table 1, obtaining a model of the original dependence 

ˆ ˆ( , , )Y f X A B= . 

4. Measurement Uncertainty Evaluation Using the Identified Dependence 
1. For a given value Y , the value X  is calculated according to the corresponding formula 

1 ˆ ˆ( , , )X f Y A B−=  from the fourth column of Table 1. 
2. The uncertainty of finding the value x  is calculated by formulas [2]: 

2 2 2 2 2

1

1( ) ( ) ( ) ( ) ( )
N

LSM j B
j

u x x x x x u y b u x
N =

 
 = + − − ⋅ +   

 
∑ ,                         (14)  

if jx , 1,...,j N=  are not correlated ( cov( , ) 0j kx x =  for any , 1,...,j k N=  if j k≠ ). 

If the values jx , 1,...,j N=  are correlated (aggravated by the same constant error), the standard 
uncertainty ( )LSMu x  is calculated just as: 

2 2 2 2 2

1

1( ) ( ) ( ) ( ) ( )
N

LSM j B
j

u x x x x x u y b u x
N =

 
= + − − ⋅ + 

 
∑

 
.                        (15)                 

In this case, the values ( )u y  are found by the formula: 

2 2( ) ( ) ( )A Bu y u y u y= + ,                                                   (16) 

where 

( ) ( )B Y Bu y c u Y= ;                                                            (17) 

( ) ( )B X Bu x c u X= ;                                                            (18) 

2

1 1

1 ˆˆ( ) ( )
( 2)

N n

A ji j
j i

u y y a bx
Nn n = =

= − −
− ∑∑ ,                                (19) 

Moreover, the sensitivity coefficients Xc  and Yc  are calculated by the formulas from the fifth 
column of Table 1. 

3. Uncertainty ( )LSMu x is recalculated into uncertainty ( )LSMu X  according to formula (7), using 
the values of the sensitivity coefficients xc  from the last column of the Table 1. 
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Abstract. This article presents an uncertainty budget for a thermography temperature 
measurement with the use of a macro lens. It explains the influence of different factors on the 
uncertainty value of a thermography temperature measurement with the use of a macro lens. It 
shows the way of determining the uncertainty contributions of a thermography temperature 
measurement with the use of a macro. It presents the designed uncertainty budget and discusses 
factors related to the largest contributions in the designed budget.  
Keywords: Uncertainty Budget, Thermography, Metrology 

1. Introduction 
To perform a thermography temperature measurement that will be encumbered with the 
smallest possible error, one should take into account the conditions prevailing during the 
measurement. The intensity of phenomena that influences the indication of a thermal camera 
depends on conditions prevailing during the measurement. The intensity of these phenomena is 
reflected by values of the following factors: relative humidity ω%, ambient temperature ϑa, 
atmospheric transmittance τa, the distance between the lens and the observed object d, 
emissivity factor ε of the observed surface and the reflected temperature ϑrefl. All these factors 
are the components of the uncertainty of a thermography temperature measurement. The 
contribution of individual factors varies depending on the intensity of the phenomena that 
influence the indication of a thermal camera. When it is necessary to observe small areas (in 
the order of square millimetres), there's a need to use an additional macro lens. Using such a 
lens makes it important to precisely select d = 33 mm [1]. When determining the uncertainty of 
a thermography temperature measurement performed with an additional lens, in addition to the 
aforementioned factors, one should take into account two other factors: the temperature of 
additional lens ϑl and the transmittance of additional lens τl. Knowledge of the value of the 
contribution of components in the uncertainty of a thermography temperature measurement 
provides knowledge about the effect of individual factors on the result of a thermography 
temperature measurement ϑcam and to which factor’s compensation one should pay special 
attention. For this reason, tests were conducted to determine the contribution rates related to the 
occurrence of individual factors in the uncertainty budget of the uncertainty of a thermography 
temperature measurement performed with an additional lens. 

2. Determination Method of Uncertainty 
The measurement uncertainty of a thermography temperature measurement is a non-negative 
parameter related to the value of temperature being measured. It characterizes the scattering of 
values that can reasonably be assigned to the temperature measurand. The measurement 
uncertainty may be determined using the B-type method. This method consists of scientific 
analysis of the effect of individual factors on the measurement result. The work began with 
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distinguishing factors that influence the indication of a thermal camera. For this purpose, the 
equation describing the total Wtot radiation received by the thermal camera was used [2]. When 
taking into account the Stefan-Boltzmann law and using an additional lens and making 
transformations, this equation takes the form (1), which allows for the calculation of the 
temperature of the observed surface. 

 

 
(1a) 

 
 (1b) 

 
 (1c) 

where: σ - Boltzmann constant (= 5.67 cm ⋅  10−8 W/m2·K4), Wtot [W/m2] - total radiation 
received by a thermal camera, ϑobj [K] - temperature of the observed surface, ω [-] - factor 
indicating the amount of water vapour in the atmosphere, ω% [%]- relative humidity, Katm = 1.9 
[-] - atmosphere damping factor, α1 (=0,0066) and α2 (= -0,0126) - damping factors for an 
atmosphere without water vapour, β1 (= - 0,0023) and β2 (= - 0,0067) - damping factors for 
water vapour, h1=1.5587, h2 = 6.939 10-2, h3=-2.7816 10-4, h4 = 6.8455 10-7 [2,3].  
To determine the contributions of individual factors in the standard uncertainty of a 
thermography temperature measurement with additional lens u(ϑobj), the scope of values of 
components listed on the right of equations 1a-1c was determined. The limits of scopes of τa ( - ) 
and Wtot (in W/m2) were determined based on simulation works, during which the equations 1a 
- 1c were used. The scope of ω% values was assumed at 40% - 60%, while for ϑa the scope was 
assumed at 18 ℃ - 35 ℃. These scopes included the values of ω% and ϑa during laboratory 
measurements. The ϑrefl values were by observing the reflecting surface with a thermal camera 
with disabled ε ( - ) and d (in mm) compensation. As the τl ( - ) scope, the selected was the 
widest material transmittance scope, which is used for manufacturing thermal camera lenses 
within the LWIR (Long Wave Infrared) scope. The scopes of other factors included in equations 
1a-1c were determined on the basis of experimental work during which a resistance temperature 
sensor with a known temperature value was being observed. The equal probability of 
occurrence of values in the determined scopes made it possible to assign a rectangular 
probability distribution to all quantities. Standard uncertainties of quantities on the left of 
equations 1a-1c were determined by using the B-type uncertainty evaluation method. In this 
way, a three-tier uncertainty budget was done. Assigning the values on the right of equations 
1a-1c a rectangular probability distribution made it possible to set an estimate of value related 
to a given factor using equation 2 [4] 

 
 

(2) 

Where a+ - upper scope limit, a- - lower scope limit, xi - obtained estimate. The standard 
uncertainty u(xi) was determined as the root of the variance. The uncertainty was obtained using 
equation 3 [4] 

 
 

(3) 

To determine the contribution in uncertainty ui(y), value u(xi) was multiplied by the sensitivity 
factor c. The value of c represents the value of the first derivative of equations 1a-1c in relation 

4 4 4

4
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to the variable representing the factor in question. The standard uncertainty of the factor on the 
left of equation u(y) was determined as the root of the sum of squares of values of individual 
contributions.  

3. Uncertainty Budget 
As a result of the conducted laboratory and experimental work, the scopes of the variability of 
factors influencing the indication of a thermal camera in the case of measurement with the use 
of a macro lens were determined. Based on the performed simulation work, it was found that 
the limits of the Wtot scope are 0.1669 W/m - 0.1439 W/m. Based on the experimental work, it 
was found that the limits of ϑrefl scopes are: 25 ℃ - 35 ℃, τl: 0,9-1, ε: 0.95 – 0.98 and the scope 
d varying from 20 mm - 50 mm. In addition, it was assumed that ϑa = ϑl. In the beginning, based 
on equation 1c, the uncertainty budget for ω was determined. The budget is presented in 
Table 1.  
Table 1 Uncertainty budget ω. 

Symbol 

Xi 

Estimate of 
quantity xi 

Standard 

uncertainty u(xi) 

Probability  

distribution  

Sensitivity 

factor ci 

Uncertainty 

contribution 
ui(y) 

ϑa 26.5 4.90 rectangular 0.62 3.04 

ω % 44.5 17.32 rectangular 0.25 4.33 

ω 13.93    5.29 

Similarly, based on equation 1b, the uncertainty budget for τa was determined. The budget is 
presented in Table 2. Estimates of ω and τa were determined using equation 2. As the ω and τa 
variability scope, the highest and lowest possible values were assumed, depending on quantities 
of variables on the right of equations 1b and 1c. By virtue of the Central Limit Theorem, both 
quantities are assigned a normal probability distribution. 
Table 2 Uncertainty budget τa, superior to the budget for ω. 

Symbol 

Xi 

Estimate of 
quantity xi 

Standard 

uncertainty u(xi) 

Probability  

distribution 

Sensitivity 

factor ci 

Uncertainty 

contribution ui(y) 

ω 13.93 5.29 normal -3.78 10-5 -0.003 

d 0.033 0.0057 rectangular -0.0204 -0.0007 

τa 0.9987    0.0010 

The final uncertainty budget done for the quantity ϑobj is presented in Table 3.  
Table 3 Primary uncertainty budget for the quantity ϑobj. 

Symbol 

Xi 

Estimate of 
quantity xi 

Standard 

uncertainty u(xi) 

Probability  

distribution 

Sensitivity 

factor ci 

Uncertainty 

contribution ui(y) 

τa 0.9987 0.0010 normal 0.4488 0.0004 

Wtot 0.1554 0.0066 rectangular 67.7701 0.4472 

ε 0.9700 0.0086 rectangular -7.6450 -0.0657 

⋅
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ϑrefl 30 2.8868 rectangular 0.0119 0.0344 

τl 0.9500 0.0289 rectangular -10.3189 0.2982 

ϑa 26.500 4.9000 rectangular -0.0151 -0.0740 

ϑl 26.500 4.9000 rectangular -0.0151 -0.0740 

ϑobj 41.357 0.0010   0.5525 

The expanded uncertainty value U(y) was obtained by multiplying the value of u(y) =0.55 ℃ 
by the coverage factor k = 2. The value of expanded uncertainty U(ϑobj) was 1.11 ℃ for 
ϑobj = 41.36 ℃. 

4. Conclusions  
When analysing the contribution of uncertainty components of a thermography temperature 
measurement with the use of an additional macro lens (tables 1-3), it can be noticed that the 
humidity has little effect on the temperature measurement error. The temperature and 
transmittance of additional lens largely influence the uncertainty of temperature measurement. 
It is worth noting that it is often impossible to freely influence the value of these quantities. 
Other factors that largely influence the value of thermography measurement error with the use 
of a macro lens include the correct selection of the emissivity factor and the reflected 
temperature. For this reason, before performing the thermography temperature measurement 
with the use of a macro lens, special attention should be paid to the correct selection of the 
emissivity factor and the compensation of the reflected radiation. It is worth noting that the skill 
of analyzing the uncertainty components may also be helpful in planning measurements of other 
quantities [5]. 
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Abstract. Power quality parameters specified in standards IEC 61000–4–30 and EN 50160 are
used to power quality evaluation in the power grid. These parameters are, among others higher
harmonics and the Total Harmonic Distortion (THD). Measurement and recording of power
quality parameters is carried out mainly by power quality analyzers. However, nowadays these
measurements are also carried out by AMI smart electricity meters with the functionality of
measuring power quality parameters. The paper presents exemplary results of THD measure-
ment by AMI smart electricity meters and a selected class A power quality analyzer in the case
of voltage variation occurrence. Metrological interpretation of the obtained results and formu-
lations of conclusions have been presented in the paper.

Keywords: Harmonics, Total Harmonic Distortion (THD), Power Quality, Voltage Variation,
AMI Smart Electricity Meters

1. Introduction
The development of electronics causes that there are more power loads that force to flow dis-
torted (non–sinusoidal) current in the power grid. Supplying this type of load from the power
grid causes power quality parameters reduction caused by voltage distortion (e.g. related to the
higher harmonics occurrence).

Measurement of power quality parameters is carried out with the use of power quality ana-
lyzers. Three measurement classes (A, B and S) of these measuring and recording devices are
defined in the standard IEC 61000–4–30. In the case of complaints related to the power quality,
in accordance with the recommendations of the standard IEC 61000–4–30, it is necessary to
use class A power quality analyzers. According to the recommendations of the same standard,
class A analyzers should allow measurement of all power quality parameters with the speci-
fied accuracy to provide the obtained measurement results repeatability. There are also AMI
smart electricity meters, which are equipped with functionalities for measuring power qual-
ity parameters (including rms value of voltage, coefficient of zero and negative sequence con-
tent, higher harmonics, Total Harmonic Distortion (THD) of voltage, short-term and long-term
flicker indicator). There are only a few models of available AMI meters, which have the pre-
sented functionalities for measuring power quality parameters. Manufacturers of such meters
include: EMH Metering, ADD Grup, EDMI, Iskraemeco, Itron Polska, Elgama–Elektronika,
Landis+Gyr. Currently, such meters are installed mainly in electrical substation, but in some
countries (e.g., Poland) legal documents are being prepared that will oblige power distribu-
tors to the installation of meters equipped with the functionality of measuring power quality
parameters at every households. Hence, it is important to assess the errors in measuring power
quality parameters by these meters. The paper focuses on the measurement of THD by AMI me-
ters in the case of voltage variation occurrence, which is typical disturbances in the real power
grid [1, 2]. The research was carried out for six AMI meters from two from the above-mentioned
producers.

1
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2. Basics of THD Measurement
The standard EN 50160 specifies the acceptable, determined relatively, limit values of individual
harmonics of the supply voltage uh and THD, defined by the eq. [3]:

THD =

√√√√ 40

∑
h=2

(uh)
2, (1)

where uh is the relative value of the voltage in percentage of the fundamental harmonic, and
h is the order of the higher harmonic.

On the other hand, power quality analyzers measure THD in accordance with the standard
IEC 61000–4–30, which refers to the standard IEC 61000–4–7 for uh and THD measurements.
The standard IEC 61000–4–7 specifies the method of measuring uh by using Discrete Fourier
Transform (DFT) for a signal with a duration of N ·Tc, where Tc is the fundamental period of
the measured signal and N is the number of fundamental periods in the measurement window
(N=10 for Tc=1/50s and N=12 for Tc=1/60s). The resulting DFT components have a resolution
∆ f = 1/(N ·Tw). The standard IEC 61000–4–7 defines the subgrouping method to reduce the
effects of "spectrum leakage", when a loss of synchronization occurs [4, 5], to determine the
values of uh and THD. THD determined using the subgrouping method is described by the
eq. [3]:

THD =

√√√√√√√√ 40

∑
h=2


1
∑

i=−1

(
UC,N·h+i

)2

1
∑

i=−1

(
UC,N·1+i

)2


2

, (2)

where UC,k is the rms value of the k–th DFT components with frequency fk that is total multiple
of the frequency resolution fk = k ·∆ f .

Considering the limited computing performance of AMI meters, manufacturers declare that
THD is determined in accordance with the eq.:

THD =

√
U2−U1

2

U1
2 , (3)

where U is the rms value of the measured signal and U1 is the rms value of the fundamental
harmonic. The result of eq. (3) is the same as the result of eq. (1) and eq. (2) if only harmonic
signal distortion occurs. In case of compliance with eq. (2), the condition of maintaining syn-
chronization by the measuring and recording device should be additionally considered.

3. Research Results
In experimental studies, the voltage variation was modeled as amplitude modulation (AM) with-
out suppressed carrier [6]. The adopted model is correct for the real stiff power grid, because
in this case the frequency deviation is negligible. The test signal in experimental studies is
described by the eq.:

u(t) =

carriersignal︷ ︸︸ ︷√
2U sin(2π fct) ·

1+

modulatingsignal︷ ︸︸ ︷
1
2

∆U
U

1
100

sign [sin(2π fmt)]

 , (4)
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where: U=230V, fc=50Hz, fm is modulation frequency, (∆U/U) is modulation depth. In
eq. (4), a rectangular signal was adopted as the modulating signal, because nowadays volt-
age variation in the power grid have this shape resulting from cyclic switching on and off of
loads [7, 8]. The studies were carried out in the stand with the block diagram shown in Figure 1.
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Fig. 1: The block diagram of the laboratory stand
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Fig. 2: The characteristic: (a) THD=f( fm,Pst = 1 = const), (b) THD=f((∆U/U),Pst = 1 = const),
(c) THD=f( fm,Pst = 10 = const), (d) THD=f((∆U/U),Pst = 10 = const)

The paper presents the results of THD measurement by six AMI meters from two different
manufacturers and by a class A power quality analyzer PQ BOX 100 (reference measurement)
for different modulating frequency in two cases. The modulation depth was selected in such a
way as to keep a constant value of the short–term flicker Pst = 1 (the limit value of obnoxious
voltage variation in the low voltage network) in the first case and Pst = 10 in the second case
(significant voltage variation). The measurement process was consisted of a set of 20min in-
tervals. During this time, the THD and Pst values were registered, considering the aggregation
for an interval of 10min (necessary requirement for power quality evaluation process), in ac-
cordance with the recommendations of the standard IEC 61000–4–30. Hence, the set of 20min
intervals allowed the recording of two THD and Pst values per phase by AMI meters and the
power quality analyzer. The THD and Pst values for the first 10min intervals in the set of 20min
intervals were rejected from the analysis. In this way, the time necessary for the disappearance
of the transient component in the flickermeter signal chain after setting a new voltage (signal
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test) was obtained and the synchronization of the laboratory stand with the used meters was
ensured [9]. Figure 2 shows the obtained research results. Only the minimum and maximum
THD values for individual tested AMI meters were marked on the characteristics for particular
modulating frequencies and modulation depth.

4. Discussion and Conclusion
The research results shows that THD values measured by AMI smart electricity meters is al-
ways greater than THD values measured by a class A power quality analyzer in the case of
voltage variation occurrence. If the severity of voltage variation increases, then the differences
in THD measurements by tested AMI meters increase. This situation results from the fact that
in the case of voltage variation occurrence, subharmonics and interharmonics are almost always
occurred [10], the value of which increases with the increasing severity of voltage variation.
These components are not included in the measurement of THD by power quality analyzers
(see eq. (1) and eq. (2)), unless they are components with the frequency h · fc (see eq. (1) and
eq. (2)) or the frequency h · fc± ∆ f (see eq. (2)). Apart from the presented exceptions, the
measurement of THD by AMI meters suggests the occurrence of harmonic voltage distortion,
although in reality only voltage variation occurs. Currently, research on the accuracy of THD
measurement by AMI meters is continued, in which it is planned to consider the impact of am-
bient temperature on the THD measurement, by placing the tested meters in a thermal chamber
and monitoring the real temperature of the AMI meters with a thermal imaging camera [11].
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Abstract. This paper describes the measurements and stability of the shielding protective 
properties of stainless-steel textile fabric which can be used for making working clothing. 
Measurements were done using sources of electromagnetic radiation on frequencies that are 
being widely used in everyday life. The textile material containing stainless steel was washed, 
and the changes in shielding effectiveness were measured. The results show the influence of the 
washing on the protective properties of the fabric in relation to unprocessed fabric. 
Keywords: Shielding Effectiveness, Measurements, Washing, Stainless-Steel Textile 

1. Introduction 
The electromagnetic field cannot be smelled or felt by human senses. There is electromagnetic 
smog around people, i.e., fields of different frequencies whose radiation builds up. Every 
electric device radiates electromagnetic energy. If this radiated energy exceeds the safety level, 
it can affect the operation of other electrical devices by degrading or disabling the operation of 
other devices. Also, the radiated energy can be harmful to the heath of living organisms located 
in the vicinity of such devices. Today, mobile phones are the biggest potential source of 
radiation for most people. A small proportion of people are exposed to stronger radiation that 
can be harmful to human health. The electromagnetic field can be measured with electric or 
magnetic sensors. These are professional devices designed to protect people. The 
electromagnetic shield works by two main electromagnetic mechanisms, and these are a 
reflection from the leading surface and absorption in the volume of the fabric. Part of the 
electromagnetic radiation is reflected, while the rest is transmitted and attenuated as it passes 
through the material (Fig 1) [1,2]. 
The ratio of the level of the electric field at a certain distance from the source without protection 
and the level of the electric field with protection is defined as shielding effectiveness (SE) and 
is expressed in dB. The shielding effectiveness of SE is described as the sum of reflection losses, 
absorption loss and secondary reflection loss and is calculated according to equation [3]: 

 SE rR A R= + + , (1) 
where 
 R reflection losses, 
 A absorption loss, 
 Rr secondary reflection loss. 
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Fig. 1. Schematic presentation of the signal propagation through a material with protective properties. 

Sometimes protection against electromagnetic radiation is needed at high as well as low 
frequencies. Conductive materials, fabric, and knits with metal fibers and metal wire are used 
to protect against electromagnetic radiation to reduce EM radiation transmission that affects 
people and devices. Today there are many electrically conductive materials for protection 
against low-frequency and high-frequency electric fields, fabric can contain copper, nickel, 
silver, or stainless-steel threads [2]. 
It is important to emphasize that protective and work clothing with its certain properties protects 
the body from possible injuries, combining active and passive safety attitudes. Any working 
clothing used must prove that it has been properly tested and meets the relevant regulations and 
standards. All protective clothing for permanent use should be cleaned regularly in accordance 
with the instructions and recommendations of the manufacturer [4]. 

2. Subject and Methods 
The goal of this measurement was to make a comparison of the untreated sample of the fabric 
and the sample that was treated with a special powder detergent Texcare after 1st, 3td, 5th and 
7th wash. The material that is tested and used as protection against EM radiation by raw material 
composition is a mixture of cotton and stainless-steel threads that are entangled in the warp and 
weft. The protective properties of EM radiation were monitored by examining the properties of 
the shield at frequencies of 0.9 GHz, 1.8 GHz, 2.1 GHz and 2.4 GHz. The shield efficiency of 
the tested samples was measured under the following operating conditions: 

temperature 23 ± 1◦C, 
relative humidity 50 ± 10%. 

The measuring setup (Fig. 2) was done according to the recommendations of IEE-STD 299 97, 
MIL STD 285 and ASTM D-4935-89, and consist of [3]: 

a measuring instrument: NARDA SRM 3000, 
an HP 8350 B signal generator, 
an IEV horn antenna (Telecommunication Industry), Ljubljana, Type A12, 
a wooden frame, in which a sample of PA/Ag material of 1 m × 1 m was placed.  
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Fig. 2. Shield effectiveness measurement setup. 

For washing, we used functional detergent Texcare (Fig. 3) used for washing materials with 
electromagnetic radiation shielding properties, Y-shield GmbH. 

 
Fig. 3. Texcare powdered detergent Y-shield. 

Washing is done in a PolyColor Mathis. We poured the required amount of soft water into the 
drum in which we wash the material at the same time as the required amount of detergent and 
finally added the fabric. The processing conditions are as follows [5]: temperature 30° C, time 
of washing 20 minutes, 10 rpm, 2 minutes turn in one, then in the other direction. 
After each wash, the material is rinsed three times with soft water, then centrifuged, and finally 
air-dried. The measurement results were recorded in tabular form; after each measurement, the 
protective efficiency calculated according to the above formula. 

3. Results 
In order to obtain a complete overview of the influence of different electromagnetic radiation 
intensities, measurements were performed at frequencies of 0.9 GHz, 1.8 GHz, 2.1 GHz and 
2.4 GHz towards face and reverse of protective material. Before starting each measurement, we 
measured the strength of electromagnetic radiation without a protective material (shield) later 
to obtain the exact protective effectiveness of the test material. Table 1 shows the results of the 
protective performance of the face and reverse of the untreated sample and washed samples. 
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Table 1. The difference between the protective effectiveness of the untreated sample and the washed sample. 

Frequency (GHz) 0.9 1.8 2.1 2.4 
Untreated Fabric SE (db) Face 7.20 14.33 15.58 17.60 

SE (dB) Reverse 7.05 13.95 15.14 17.36 
After 1st wash SE (dB) Face 5.52 12.47 10.04 12.15 

SE (dB) Reverse 5.27 12.27 9.80 11.92 
After 3rd wash SE (dB) Face 3.52 12.06 7.58 10.92 

SE (dB) Reverse 3.08 11.69 7.42 9.74 
After 5th wash SE (dB) Face 2.77 11.54 7,10 9,74 

SE (dB) Reverse 2.57 11.06 6,88 9,46 
After 7th wash SE (dB) Face 1.91 10.47 6,07 7,85 

SE (dB) Reverse 1.58 10.26 5,82 7,58 

The protective properties of the face and reverse of all samples at all frequencies are almost 
identical, and there is no significant difference. The table shows a decrease in protection 
efficiency after certain wash cycles. The highest degree of protection was obtained at 2.4 GHz 
(SE = 17.60) in the untreated sample. In comparison, the lowest degree of protection was 
obtained at 0.9 GHz (SE = 1.58) in the sample after the 7th cycle of washing with the powder 
detergent. If we consider the ratio of untreated and repeatedly washed sample, it can be 
concluded that the results are expected and that the decrease in protective efficiency is 
acceptable. It is important to mention that any subsequent processing of the sample can 
significantly affect the change in the structure of fabric as well as its basic properties, so it is 
important to treat the material according to correct instructions to avoid an unwanted premature 
decline in the shielding effectiveness. 

4. Conclusions 
Cotton fabric with stainless steel threads woven in the warp and weft direction has an optimally 
good electromagnetic protection efficiency in the frequency range from 0.9 GHz to 2.4 GHz. 
The initial efficiency properties of the electromagnetic shield were declining along with the 
increased number of washing cycles with Texcare powder detergent. Since the material tested 
on both sides, the results are almost identical and show almost equal EM protection of the face 
and reverse. 

Acknowledgements 
This work has been fully supported by Croatian Science Foundation under the project (IP-2018-
01-7028). 

References 
[1] Malarić, K. Šimunić, Zentner, R. (2016). Ekonomija i ekologija radiokomunikacijskih 

sustava, Merkur A.B.D., Zagreb. 
[2] Dharmendra, N. P., Arindam B., Pramod K. (2018) Study of Electro Conductive Textiles: 

A Review, International Journal of Scientific Research Engineering & Technology 
(IJSRET), 7 (10), 744-749. 

[3] Pušić, T. Šaravanja, B., Malarić, K. (2021) Electromagnetic Shielding Properties of Knitted 
Fabric Made from Polyamide Threads Coated with Silver, Materials , Mar;14 (5), 1281. 

[4] Pejnović, N. (2015). Osobna zaštitna oprema za zaštitu tijela, Sigurnost 57 (3) 229-242. 
[5] Kayacan, O. (2014). The effect of washing processes on the electromagnetic shielding of 

knitted fabrics. Tekst. Ve Konfeksiyon, 24, 356–362. 

MEASUREMENT 2021, Proceedings of the 13th International Conference, Smolenice, Slovakia

174



Destructive Activity Analysis of Ferritin Derivatives  
on Lysozyme Amyloid Fibrils 

1Jan Gombos, 2Lucia Balejcikova, 3Marianna Batkova, 3Peter Kopcansky, 4Oliver 
Strbak 

1Department of Medical Biochemistry, Jessenius Faculty of Medicine, Comenius 
University, Martin, Slovakia 

2Institute of Hydrology, Slovak Academy of Sciences, Bratislava, Slovakia 
3Institute of Experimental Physics, Slovak Academy of Sciences, Kosice, Slovakia 
4Biomedical Center Martin, Jessenius Faculty of Medicine, Comenius University, 

Martin, Slovakia 
Email: gombos8@uniba.sk 

Abstract. Neurodegenerative diseases, such as Alzheimer's, Parkinson's, or systemic 
amyloidosis, are still considered as incurable diseases of the human brain. Their formation is 
associated with the transformation of specific proteins from their native state to a stable, 
insoluble form, for example, in the form of amyloid plaques. The specific interest for biomedical 
applications is the search for biocompatible magnetic nanoparticles that would serve as a 
potential therapeutic agent to eliminate these plaques. Such materials include ferritin 
derivatives such as magnetoferritin and reconstructed ferritin. By interacting with lysozyme 
amyloid fibrils, these complex biomacromolecules can form a suitable therapeutic approach to 
address their reduction and explain the accumulation of iron during the development of 
neurodegenerative diseases. 

Keywords: Ferritin, Magnetoferritin, Reconstructed Ferritin, Lysozyme Amyloid Fibrils 

1. Introduction 
A lot of human diseases, which are characterized by the formation of insoluble extracellular 
deposits of proteins, have been recognized for almost two hundred years [1]. Diseases in which 
normally soluble proteins accumulate in the extracellular space of various tissues as insoluble 
aggregates have been defined as amyloidoses. These deposits are defined as fibrils, with 
approximately 10 nm in diameter [2]. Neurodegenerative disorders such as Alzheimer's disease 
are characterized by the formation of amyloid aggregates in tissues. It is known that secreted 
circulating proteins can, under abnormal circumstances, be converted in part to highly stable 
extracellular fibrils. These include, for example, amylin in the diabetic pancreas, 
immunoglobulins in primary systemic amyloidosis, or small soluble proteins of unknown 
function such as amyloid β-peptide (Aβ) in Alzheimer's disease [1]. The mechanism of normal 
and soluble proteins turning into fibrillar and insoluble aggregates still remains a mystery [3]. 
Regardless of the sequence or native fold, the commonly formed amyloid fibrils are defined as 
self-assembled, elongated, and unbranched (fibrillar) polypeptide aggregates with a cross-β 
conformation [4]. Of particular interest to biomedical applications is the search for 
biocompatible magnetic nanoparticles that would serve as potential therapeutic agents for the 
elimination of amyloid plaques [5]. Such a material could be magnetoferritin (MF), a derivative 
of the iron-ferritin storage protein, with an outer diameter of about 12 nm, which surrounds the 
synthetically prepared magnetic nanoparticles [5]. Magnetoferritin was used in our work as a 
model system to study its interaction with lysozyme amyloid fibrils (LAF). Modification of 
physicochemical conditions allows the formation of reconstructed ferritin (RF), prepared for 
the simulation of the pathological accumulation of iron in ferritin structures [5]. 
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The present paper describes the interaction between ferritin derivatives: magnetoferritin and 
reconstructed ferritin and lysozyme amyloid fibrils. The destructive activity was confirmed 
using atomic force microscopy, and the fluorescence intensity decrease. Using zeta potential 
and UV-VIS measurements, we observed Fe3+-core reduction during MF/RF interaction with 
LAF. 

2. Subject and Methods 
Samples Preparation 
LAF were prepared by the standard process reported in [5]. MF and RF were prepared and 
characterized by procedures described previously [5]. 
Atomic Force Microscopy 
Atomic force microscopy (AFM) was realized by the method noticed in [5]. 
Transmission Electron Microscopy 
A low-voltage LVEM 5 transmission electron microscope (TEM) was used to study the size 
and morphology of the studied samples. Its energy was only 5 keV, which increased the 
scattering of electrons and thus increased the contrast of the tested sample. The method uses an 
electron beam to create the image. A small amount of sample (5 μl) was carefully applied to a 
2 nm thick carbon nanolayer and the sample was allowed to dry for about 1 hour. The grid had 
a diameter of 3,05 mm and the resolution ability was 2,5 nm. The magnification of the image 
was from 1,500 to 150,000 times. 
Determination of the amount of Lysozyme Amyloid Fibrils 
The amount of lysozyme amyloid fibrils before and after the interaction with magnetoferritin 
and reconstructed ferritin was examined by a fluorescence assay using the fluorescent dye 
thioflavin T (10 μmol.dm-3). A sample of magnetoferritin and reconstructed ferritin was added 
to the prepared lysozyme amyloid fibrils in a weight ratio of 2:1, 1:1, 1:2, 1:5 and 1:10, and 
after incubating these mixtures at 37 ℃ for 24 hours, fluorescence measurements were 
performed by adding fluorescent dye. The presence of lysozyme amyloid fibrils was determined 
as the change in fluorescence intensity measured by a spectrofluorimeter (Shimadzu, RF-5000). 
Measurements were performed using 1 cm thick semi-micro-cuvettes. The excitation was set at 
440 nm and the emission captured at 485 nm. For excitation and emission, the slits were 
adjusted to 1,5 and 3,0 nm. 

3. Results 
Preparation of Reaction Mixtures 
The clear colorless lysozyme solution was turned into a white milk mixture after two hours of 
synthesis during the in vitro conditions for the preparation of lysozyme amyloid fibrils. The 
samples were used for the study of their interaction with the prepared ferritin derivatives, MF 
with LF 160 and RF with LF 144 (LF – loading factor, the average number of iron atoms per 
one protein biomacromolecule). 
Atomic Force Microscopy 
We used AFM as the first method to study the effect of ferritin derivatives on lysozyme amyloid 
fibrils. Figure 1 A) shows the prepared LAF in the range of up to 1 μm in length. These LAFs 
were used to interact with ferritin derivatives and were imaged by AFM after incubation of 
these mixtures. In Figure 1 B), which represents specific mixtures of LAF and magnetoferritin, 
we did not observe any fibrillar formation. Therefore, we assume that magnetoferritin had a 
destructive effect on the fibrils in the solution. 
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Fig. 1. AFM imaging of the morphology of A) LAF itself and B) mixture of magnetoferritin with LAF. 

Transmission Electron Microscopy 
To confirm the destructive activity of ferritin derivatives on LAF, we used TEM as a support 
method. Figure 2 A) shows a mixture of lysozyme amyloid fibrils with reconstructed ferritin 
and figure 2 B) with magnetoferritin. In both cases, we demonstrated the destructive activity of 
ferritin derivatives on fibrillar structures. Dark spherical shapes probably belong to the 
inorganic cores of ferritin derivatives and the lighter structures are probably remnants of 
fibrillar structures. 

 
Fig. 2. TEM imaging of samples of LAF in the presence of A) reconstructed ferritin and B) magnetoferritin. 

Determination of the Amount of Lysozyme Amyloid Fibrils 
The effect of ferritin derivatives, magnetoferritin (MF) and reconstructed ferritin (RF) on LAF 
was also investigated using the thioflavin fluorescence test (ThT test). The measured 
fluorescence intensity in direct proportion depends on the number of detected fibrils into the 
structure of which the fluorescent dye, thioflavin T, binds. Table 1 shows the measurement 
results for different weight ratios LAF: MF (RF). 
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Table 1    Fluorescence intensities expressed in % for LAF + MF / RF solutions and mixtures 

n. Solution / Mixture / Loading 
factor / Weight ratio 

Fluorescence     
(%) 

Stand. dev. 
± (%) 

1. LAF in AMPSO with pH = 8,6 100 7,8 
2. LAF/MF LF 160 2:1 106 7,3 
3. LAF/MF LF 160 1:1 79,4 5,1 
4. LAF/MF LF 160 1:2 66,0 9,9 
5. LAF/MF LF 160 1:5 31,3 6,0 
6. LAF/MF LF 160 1:10 88 12,1 
7. LAF in HEPES with pH = 7,4 100 3,4 
8. LAF/RF LF 144 2:1 104,8 6,5 
9. LAF/RF LF 144 1:1 93,3 8,6 
10. LAF/RF LF 144 1:2 92,4 9,7 
11. LAF/RF LF 144 1:5 60,6 2,1 
12. LAF/RF LF 144 1:10 53,0 3,2 

Fluorescence intensities for pure buffers, MF and RF were negligible and the fluorescence for 
pure LAF always represented 100% signal intensity. In the presence of RF and MF, a significant 
decrease in fluorescence intensity was observed with increasing volume. Only in the case of 
LAF / MF LF 160 1:10 was an unexpectedly high (88%) signal measured, which may be related 
to the higher density of MF and thus the possible formation of MF aggregates, which could 
affect the fluorescence. 

4. Discussion and Conclusions 
Our results, based on changes in morphology and fluorescence intensity, confirmed the 
destructive activity of ferritin derivatives (MF and RF) on LAF. Due to the very good 
biocompatibility of ferritin derivatives, they can be used in various biomedical applications, 
including a model system for pathological ferritin, for possible targeted therapy, or MRI 
diagnostics. Moreover, based on our results, the derivates could potentially slow down the 
course of Alzheimer's disease, which is manifested by the formation of amyloid plaques in the 
brain. However, this requires further and more detailed in-vitro and in-vivo studies. 
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Abstract. Measurement of fingers and hand kinematics during the grasping activities and ma-
nipulation with various objects play an essential role in ergonomics, sport science, occupational
medicine, and rehabilitation, as it is an indicator of hand function. That is why the design and
realization of a device for finger flexion and extension and forearm motion became the main
objective of this article. The work deals with designing and implementing the system prototype,
its calibration, and testing under laboratory conditions. The designed device is promising to be
used in occupational medicine and rehabilitation applications such as the device to assess the
hand function impairment and track patient hand function disability recovery progress.

Keywords: Instrumented Glove Body, Force Sensitive Resistor, Inertial Measurement Unit

1. Introduction
Human motion tracking technologies are of great interest to a wide range of research fields,
such as medicine, sports science, the automotive industry, virtual reality, and video games. Sev-
eral studies have been carried out in these fields, and various methods have been implemented,
such as video-based motion capture systems, joint angular measurements, and inertial mea-
surement systems, to obtain a three-dimensional positioning and motion tracking of the entire
human body or its particular segments [1, 2]. Especially, the motion tracking of human hands
and fingers is nowadays a key feature of several industrial and biomedical applications. In in-
dustrial applications, the finger position sensing systems could act as human–machine interfaces
controlled by both the precise real-time hand and finger motion tracking or less accurate hand
gestures recognition [3]. Additionally, hand and finger movement data is valuable for workplace
health protection or work comfort improvement and could help optimize industrial production
where repetitive hand operations are required for manufacturing. Another application of the
measurement of hand kinematics represents hand rehabilitation to assess and restore the hand
function impairment. By assessing the two main characteristics, the kinematics of the hand and
fingers and the fingertips’ force, physicians can keep track of patient hand function disabil-
ity recovery progress [4]. Patients who suffer the hand function impairment usually undergo a
long-term regular hand rehabilitation program. It consists of hand and/or fingers motion capa-
bilities evaluation (range of motion, ability to perform functional tasks) and several functional
tasks such as grasping daily life objects, etc. Range of motion has historically been a manual
examination in which a traditional goniometer is used to assess a particular joint’s flexion and
extension. However, using the goniometer during the performance of functional tasks, it is not
possible to evaluate the hand’s functional capacity.

Several studies have proposed various technical solutions for the capture of hand kinematics
over the last decade. Video-based systems use optical markers to track a user’s hand, while the
user does not have to wear any devices [5]. However, video-based systems suffer from time-
consuming calibration, line-of-sight shielding, high costs, and low portability [6]. Nowadays,
sensor-based systems are primarily used for tracking a patient’s hand motion. The sensors usu-
ally embedded in the instrumented gloves include bend sensors [7, 8], optical encoders [9],
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optical fiber sensors [10, 11], and inertial measurement units [1, 2]. The sensors are usually ap-
plied near the interphalangeal joints while the data acquisition unit is placed on the subject’s
wrist. The instrumented gloves, therefore, feature greater portability and lower costs compared
to the video-based systems. Because of the low price and ease of use, the bending sensors are
widely used even though the bending sensor’s transfer function is not linear and they lack high
sensitivity at a slight angle change [12]. A common inertial measurement unit comprises an
accelerometer and gyroscope, providing linear acceleration and angular velocity data. How-
ever, estimating hand kinematics using inertial sensors is challenging due primarily to the noisy
accelerometer readings and integrating gyroscopes readings’ errors [13].

This paper proposes a simple, low-cost, wireless, and portable instrumented glove prototype
that allows us to measure flexion and extension of 5 proximal interphalangeal finger joints
and forearm motion. The prototype’s design utilizes flexible bend sensors embedded into a
glove and inertial measurement unit situated at the forearm within the data acquisition unit. The
data acquisition unit features a wireless module that ensures that the data are transmitted to a
remote unit (a PC), where it is possible to record and display data in real-time. The key design
specifications of the instrumented glove prototype are low-cost and portability. Subsequently,
a series of experiments to evaluate data acquisition reliability were conducted in a laboratory
environment.

2. System Design
A block diagram of the developed system prototype is depicted in Fig. 1. The system is com-
posed of an instrumented glove and a data acquisition unit. The instrumented glove encom-
passes five flexible bend sensors in total. Bend sensors are placed at the region of proximal
interphalangeal finger joints, the activation of which is dominant for both pinching and grip-
ping activities. Bend sensors outputs are connected to a data acquisition unit through front-end
electronics. The data acquisition unit’s principal part represents the microcontroller, which per-
forms management of the sensor measurement, interfacing, conditioning, and digitization of the
analogue signal and its wireless transmission to a remote device. Additionally, the data acquisi-
tion unit consists of a 9-axis inertial measurement unit. The remote device in the form of a PC
equipped with a wireless receiver ensures the recording and displaying of measured data in real-
time. The design and implementation of each prototype’s component, such as the bend sensors,
inertial measurement unit, and data acquisition unit, are discussed separately in the following
subsections.

Fig. 1: Block diagram of the proposed system. The red dashed-line box represents the instrumented
glove, and the blue dashed-line box represents the data acquisition unit.

Bend Sensors and Analog Signal Preprocessing
The proposed instrumented glove contains five unidirectional flexible bend sensors (Flexpoint
Sensor Systems, USA). The bend sensor consists of a single thin layer flexible piece of material
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coated with a proprietary carbon/polymer base. Due to the resistive carbon material, which
changes electrical conductivity as it is bent, the bend sensor acts as a potentiometer. The rate
of electrical conductivity change is dependent on two factors, the bend radius, and angular
deflection. In general, a smaller bend radius leads to a more remarkable electrical conductivity
change. Additionally, the more the sensor is bent around for a given radius, the more significant
the electrical conductivity change [14]. Due to the lack of precise resistance vs. sensor angular
deflection characteristic, sensor calibration is needed. To measure finger motion, we placed
sensors at a region of proximal interphalangeal finger joints. So we consider a maximum angular
deflection of 110◦ in the calibration measurement. To ensure accuracy and repeatability as much
as possible, we constructed the sensor calibration equipment using the 3D printer (Fig. 2A).
Calibration equipment embeds the conventional goniometer, considered a gold standard for
angular deflection measurement. The sensor resistance was measured by Agilent 34401A digital
multimeter (Agilent Technologies, USA) while all five sensors were sequentially bent from 0 to
110◦.

Fig. 2: A - The developed sensor calibration equipment utilizing the goniometer considered as a gold
standard. B - The circuit diagram of the resistance to voltage converter.

In order to convert the sensor’s electrical conductivity change to electrical voltage, we de-
signed an electrical circuit whose key element represents a non-inverting operational amplifier
MCP6002 (Microchip Technology, USA). The circuit diagram is depicted in Fig. 2B. At the
first stage, the electrical circuit created by the resistor voltage divider (R2, R3) and voltage fol-
lower (first operational amplifier) convert the input voltage (5 VDC from the power supply) to
the desired reference voltage. The output of the voltage follower is connected to a non-inverting
input of the second operational amplifier. This amplifier senses the bend sensor (Rsensor) con-
nected in the amplifier feedback loop, whose resistivity changes as it is bent. Modifying the
input resistor’s value (R1) makes it possible to adjust circuit sensitivity regarding the sensor’s
resistivity changes. The following equation describes the output of Fig. 2B:

Uout =Uin ·
(

1+
Rsensor

R1

)
(1)

This processing principle is applied to each sensor separately.

Inertial Measurement Unit
The proposed system contains a 9-axis inertial measurement unit LSM9DSO (ST Microelec-
tronics, Switzerland). The sensor features a 3-axis accelerometer, 3-axis gyroscope, and 3-axis
magnetometer embedded in one package. It allows measuring linear acceleration, angular ve-
locity, and magnetic field. The inertial measurement unit is placed on the data acquisition unit
attached to the subject’s forearm, thus accurately measuring a relative position and rotation of
the subject’s forearm.
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Data Acquisition Unit and Software Design
The data acquisition unit represents the key element of the entire developed system prototype
and is mounted on the subject’s forearm. A 5 VDC battery power bank with 2600 mAh capacity
provides power to the system. A popular and easy-to-use microcontroller with an inexpensive
price, a microcontroller unit (MCU) ATmega328P (Microchip Technology, USA) was used.
MCU controls the peripheral and sensory components and collects the raw data from utilizing
digital communication interfaces such as the two-wire interface (I2C), universal asynchronous
receiver-transmitter interface (UART), and analogue inputs of a built-in 10-bit analogue-to-
digital converter (ADC). The bend sensors embedded inside the instrumented glove are con-
nected to the MCU’s ADC through the previously mentioned analogue signal preprocessing
block. MCU encapsulates the bend sensor data and the IMU readings into the data packets. The
packets are sent to the Bluetooth module via UART at a frequency of 50 Hz. The data packet
stream is conditioned by the successful receiving of char ‘S’ from the remote unit (a PC with
a Bluetooth module). The flowchart of developed MCU firmware is depicted in Fig. 3A. The
firmware starts right after the battery is inserted. The designed prototype of the instrumented
glove and data acquisition unit is depicted in Fig. 3B.

Fig. 3: A - The flowchart of the developed MCU firmware. B - The printed circuit board of the system
prototype and instrumented glove with embedded sensors.

3. Results and Discussion
A measurement of the bend sensors’ electric resistance was performed using the developed
calibration equipment utilizing the goniometer. The resistance readings were recorded as the
sensor was bent in the range from 0 to 110◦ with a step of 5◦. The results for five tested bend
sensors can be seen in Fig. 4. The results reveal the non-linear functional dependence of the
sensor resistance while bent. The estimated regression equation allows us to convert a particular
sensor’s resistance into angular deflection. Subsequently, the designed analogue circuit of the
resistance to voltage converter utilizing the non-inverting operational amplifier could be used
to convert measured and digitized output voltage by ADC into the angular deflection. In our
design, we used a 1 VDC reference voltage created by the voltage divider formed by resistors
R2 (400 kΩ) and R3 (100 kΩ). The input resistor’s value (R1) was chosen according to the
calibration measurement, which has revealed that the sensor resistance, while not bent, is equal
to approximately 30 kΩ. In that case, the output voltage of the resistance to voltage converter
would be 2 VDC. Considering the sensor resistance while bent at 110◦, the output voltage would
be 5 VDC.
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Fig. 4: The characteristic of the five tested bend sensor’s resistance as a function of its angular deflection.
The polynomial regression trend-line of the 2nd order is depicted as well.

To evaluate data acquisition reliability and wireless transmission, a series of tests were con-
ducted in a laboratory environment. A healthy subject was instrumented in bending each finger
at full range three times separately. Besides, a subject was instrumented in making a fist five
times separately by flexing the fingers. The results are shown in Fig. 5A and Fig. 5B, respec-
tively. It is evident that the reliability of data acquisition is satisfactory. However, during the ring

Fig. 5: The measured angular deflection of proximal interphalangeal finger joints; A - while bending
each finger three times separately, B - while flexing the fingers in making a fist five times separately.

and middle finger bent is the amplifier’s output voltage saturated. This could be overcome with
the change in the input resistor’s value at the cost of lower sensitivity to the output. The overall
cost of the system developed at this stage is approximately 80 USD. In the future design, we
would endeavour to minimize the data acquisition unit’s geometric constraints, thus increasing
system portability and patient comfort during grasping tasks. During the measurements per-
formed on the healthy and injured subjects, it would be possible to study and investigate the
particular hand function impairment grasp pattern. Finally, using the specific analysis, we could
detect possible variations and give the rehabilitation progress objective measures.

4. Conclusion
This work describes the system prototype’s design and implementation, capable of measuring
the flexion and extension of 5 finger joints and forearm motion. The key element represents
the resistive bend sensors embedded into a glove and inertial measurement unit. The system
prototype could serve as a sensor device to measure and record the hand and fingers’ kinemat-
ics in laboratory conditions. It aims to keep track of patient hand function disability recovery
progress.
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Abstract. The paper presents the design and technical characteristics of the newly developed 
and patented thermoelectric device for measuring heat flux from the ocular surface. The device 
is promising for the diagnosis and monitoring of ophthalmic diseases, which allows increasing 
the effectiveness of early diagnosis of pathology of the eye, to observe the dynamics of the 
pathological process in the eye structures, as well as to increase the effectiveness of treatment 
of acute and chronic eye diseases. The developed thermoelectric device allows real-time 
monitoring of both the temperature and thermal state of the ocular surface.  
Keywords: Thermoelectric Medical Device, Heat Flux, Ophthalmology 

1. Introduction 
Estimation of heat exchange processes in the human body is based on the measurement of 
temperature and heat flux. Both temperature and heat flux are characteristics of the thermal 
phenomenon [1]. Traditionally temperature measurements, including that in ophthalmology, 
have well-developed instrumentation and metrology [2]. The temperature in different parts of 
the eye can be determined by either noninvasive or invasive methods. These methods of 
thermometry have both pros and cons [3]. Concerning the local measurements of the heat flux 
from the surface of the human body, appreciable success has been recently achieved in the 
development of modern means of its measurement [4]. Thermoelectric heat flux sensors 
(THFS) are promising for the study of local heat dissipation of the human body. They combine 
high sensitivity, accuracy, speed, stability of parameters in a wide range of operating 
temperatures and are compatible with modern data acquisition equipment [5-7]. The use of such 
sensors allows achieving high accuracy of thermometric measurements. However, it should be 
noted that there is still no thermoelectric device in the world to measure heat flux from the 
ocular surface. 
It is known that a number of ophthalmic acute and chronic diseases are accompanied by changes 
in intraocular thermal processes. Thus, some studies showed the relationship between the 
temperature of the outer surface of the eye with the state of blood circulation in the eyes, 
intraocular pressure, and the presence of inflammation [8]. A change in the thermal 
characteristics of the eye tissues can occur in the early phase of the disease before the onset of 
pronounced clinical symptoms. Registration of these changes is a promising area of early 
diagnosis of various eye pathologies. Diagnosis of the pathological process at an early stage 
will increase the effectiveness of treatment and reduce the risk of complications. 
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Therefore, the purpose of this work is to develop a thermoelectric medical device for measuring 
heat flux from the ocular surface, which allows increasing the effectiveness of early diagnosis 
of ophthalmic diseases. 

2. Design and Technical Parameters of Developed Device 
The thermoelectric device for measuring heat flux from the ocular surface was developed at the 
Institute of Thermoelectricity of the NAS and MES of Ukraine within the framework of the 
agreement on cooperation with State Institution The Filatov Institute of Eye Diseases and 
Tissue Therapy of the National Academy of Medical Sciences of Ukraine. The device is 
designed for the diagnosis and monitoring of ophthalmic diseases, which allows increasing the 
effectiveness of early diagnosis of pathology of the eye, to observe the development of the 
pathological process in the eye, as well as to increase the effectiveness of treatment of acute 
and chronic eye diseases. The developed thermoelectric device is patented [9]. The external 
view of the device and its technical parameters are shown in Fig.1 and Table 1. 

        
Fig. 1. Left: Thermoelectric medical device for measuring heat flux from the ocular surface. 

Right: 1 – thermoelectric heat flux sensor, 2 – thermoelectric sensor of temperature (thermocouple),  
3 – data acquisition unit. 

Table 1. Technical parameters of the device. 

Parameter  
Number of measurement channels 4 
Number of thermoelectric heat flux sensors 1 
Number of thermoelectric temperature sensors 1 
Heat flux density measurement range 0.01÷50 mW/сm2 
Heat flux density measurement accuracy ± 5 % 
Temperature measurement range 0÷50 °С 
Resolution of temperature measurement ± 0.01 °С 
Room temperature measurement range 0÷50 °С 
Resolution of room temperature measurement  ± 0.01 °С 
Battery supply voltage  3.7÷4.5 V 
Time of device continuous operation from a charged battery 12 h 
Overall dimensions of thermoelectric heat flux sensor Ø3×0.7 mm 
Overall dimensions of the electronic control unit 180×140×90 mm 
Weight 0.6 kg 
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3. Manufacture and Calibration of the THFS 
For this thermoelectric device, a miniature THFS was developed and manufactured using a 
special patented technology [9, 10]. The thermoelectric micromodule with the dimensions of 
(2×2×0.5) mm comprises 100 pcs. of n- and p-type crystals with dimensions 
(0.17×0.17×0.4) mm of high-performance thermoelectric material based on Bi2Te3. Such a 
thermoelectric micromodule is placed between two ceramic plates based on Al2O3 with a 
diameter of 3 mm and a thickness of 0.1 mm each, and the side surface is sealed with a special 
sealant. Thus, the diameter and height of the manufactured THFS are 3 mm and 0.7 mm, 
respectively. The required diameter of the developed heat flux sensor was determined according 
to medical requirements. The electrical resistance of such a thermoelectric sensor is R = 14 Ω. 
To measure the volt-watt sensitivity of the heat flux sensor of the above-mentioned device, a 
blackbody-type thermal energy emitter was used as a heat flux source. The schematic of the 
test bench for measuring the volt-watt sensitivity of the THFS is shown in Fig.2. 

 
Fig. 2. Schematic of the test bench for measuring volt-watt sensitivity of the thermoelectric heat flux sensor: 1 

– blackbody, 2 – power supply unit of blackbody heater, 3 – thermoelectric heat flux sensor, 4 – 
millivoltmeter, 5 – zero-thermostat of thermocouples, 6 – temperature meters. 

The volt-watt sensitivity of the THFS is determined by the following expression: 

 
E
Q

ν = ,  (1) 

where ν is the volt-watt sensitivity of THFS(V/W), Е is the thermoEMF of the THFS (V), Q is 
the heat flux (W). 
The heat flux emitted by the blackbody and absorbed by the receiving pad of the thermoelectric 
sensor is determined as follows: 

 
4 4

1 2 1 0 1 2
2

( )T T s s
Q

l
ε ε σ −

=
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where σ = 5.67·10-12W/(сm2·K4) is the Boltzmann constant, ε1=1 for black body emitter, 
ε2=0.82 for receiving pad, i.e. polished ceramics based on Al2O3, Т1 is the temperature of the 
black body housing, Т0 is the temperature of the receiving pad which is close to ambient 
temperature, s1 is the area of blackbody slot, s2 is the area of receiving pad, l is the distance 
between the output aperture of the emitting blackbody and receiving pad, which are parallel to 
each other and their centers are on the same axis. 
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For this test bench (Fig.2) we have the following values: s1=0.059 сm2, s2=0.07065 сm2, l=0.9 сm. 
The results of measurements are given in Table 2. 

Table 2. Results of measuring volt-watt sensitivity of the THFS. 

Т0, °C Т1, °C E, mV Q, µW ν, V/W 
18.5 50 0.096 27.9 3.43 
18.5 58 0.124 36.44 3.40 

Thus, the THFS was calibrated and the conversion factor k = 4.163 mW/(mV·cm2) of the 
thermoEMF of the thermoelectric sensor into a physical quantity in units of heat flux density 
(mW/cm2) was determined. 

4. Conclusions 
For the first time, a thermoelectric medical device was developed and manufactured to measure 
heat flux from the ocular surface. The developed thermoelectric device allows real-time 
monitoring of the thermal and temperature state of the surface of the human eye, which is 
extremely important for the diagnosis of ophthalmic diseases in the early stages. 
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Abstract. The utilization of magnetic nanoparticles in the area of medicine is able because of 
their biocompatibility, non-toxicity, and common use in several medical applications. 
Biocompatible magnetic fluids are used for diagnostics and therapy in medical applications, in 
pharmacy, and in biosensors. These fluids are used as a delivery system for anticancer agents 
in a locoregional tumor therapy-magnetic drug targeting and hyperthermia. The water-based 
magnetic fluid is constituted by coating the small magnetic nanoparticles with oleic acid and 
further dispersion in water. For the study of the influence of an external magnetic field on the 
aggregation processes of magnetic nanoparticles in biocompatible magnetic fluids, acoustic 
spectroscopy as a useful tool was used. The goal of the article is to bring new information about 
the creation of structures in the presence of different application processes of magnetic fields 
and the temperature of the investigated biocompatible fluid. 
Keywords: Ultrasound Spectrometer, Biocompatible Magnetic Fluid, Structures 

1. Introduction 
All types of magnetic fluids (ferrofluids, magnetorheological, or biocompatible magnetic 
fluids) are materials whose properties could be changed when external magnetic / electro fields 
are applied. The academics and researchers considered them as ‘‘smart materials’’ because their 
physical characteristics can be adapted to different conditions or functionalities with very 
interesting applications from industry to medicine. The preparation processes of magnetic 
nanoparticles are controllable from sizes ranging from a few nanometers up to tens of 
nanometers. In biomedicine, magnetic nanoparticles are mixed into a suitable biological 
solution to form the biocompatible magnetic fluids (BMF) with a wide range of uses in living 
organisms [1, 2]. 
The great subject of applied research in the area of magnetic fluids (MF) is the method of cancer 
treatment by magnetic hyperthermia of tissues. Hyperthermia offers an alternate treatment 
option for fighting against cancer due to its potential biocompatibility, minimal side effects, 
and efficient treatment modalities. Most of the magnetic hyperthermia experiments are 
performed on colloidal suspensions in BMF [3, 4]. 
The studied substance was the BMF based on the water. The basic properties of Fe3O4 
nanoparticles (NPs) are as follows: purity 97%, form nanopowder, spherical shape, diameters 
50–100 nm (SEM) [5], surface area 60 m2/g, and bulk density 0.84 g/mL. A surfactant, oleic 
acid, was used to stabilize the nanoparticles (NPs) and prevent them from coalescing. The 
magnetic volume fraction was 4%. The properties of the BMF in the magnetic field have been 
studied by several authors [6, 7, 8]. The acoustic spectroscopy can be used to investigate MF 
under the application of the magnetic field, because the structural changes in the reorientation 
of NPs influence the acoustic parameters, such as the ultrasound wave velocity (c) and the 
absorption coefficient (α) of ultrasonic wave [9]. 
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2. Characterization of a Sample Using the Acoustic Spectrometer 
For determination of a mean diameter of NPs in the biocompatible fluid was the ultrasound 
spectrometer DT-100. The attenuation spectrums at a temperature of 25 oC using this 
spectrometer were determined. From Fig. 1a) it is evident that the attenuation in the studied 
fluids increases with frequency, and for water was smaller as in the BMF. Minimal attenuation 
was measured in water. With the addition of magnetic NPs, the scattering of the acoustic wave 
increased, which also caused an increase in attenuation. The attenuation for the magnetic fluid 
also increased due to the NPs cause additional dissipative attenuation. On the base of this 
measurement was calculated particle size distribution (Fig. 1b) with a mean hydrodynamic 
diameter of 64 nm. This value agrees with the value determined from a magnetization 
measurement. 
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Fig. 1. a) Dependence of the acoustic attenuation on frequency for water and BMF and b) a particle size 
distribution for the radius of Fe3O4 NPs measured by the ultrasound spectrometer DT-100 at 
temperature 25 oC. 

3. The Influence of Temperature and a Magnetic Field on the Acoustic Attenuation 
The study of an influence of external parameters on the acoustic attenuation was done at the 
frequency of the acoustic wave 11.7 MHz with a pulse length of 0.24 μs. The experimental 
arrangement of the acoustic spectroscopy and its more detailed description can be found in the 
work [8, 9]. As with all materials, the parameters of the biocompatible fluid depend also on the 
temperature. This dependence is evident from a decrease of acoustic attenuation and an increase 
of velocity of the acoustic wave with temperature (Fig. 2).  
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Fig. 2. The temperature dependence of the acoustic attenuation and the acoustic velocity in the BMF. 

Fig. 3 depicts the changes in acoustic attenuation during jump changes of the magnetic field 
from 0 mT to 200 mT at different temperatures (25 °C, 35 °C, and 45 °C). The application of 
the magnetic field was a parallel orientation to the vector of the acoustic wave. Immediately 
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after the change of amplitude of the magnetic field, the various changes of the acoustic 
attenuation (∆α) were observed, and their developments depended on the temperature. The 
smallest ∆α was at the temperature of the investigated fluid at 25 °C, where α was stable after 
15 minutes from application of the magnetic field. The increase of ∆α was due to the rotation 
of magnetic NPs in the direction of the magnetic field and their sequential connection to new 
structures [7, 8]. The stable value of acoustic attenuation was after 25 minutes when the 
investigated fluid has 35 °C. At 45 °C the acoustic attenuation increased faster than at 35 °C 
and the stable value was achieved after 20 minutes. After switch off the magnetic field, the 
acoustic attenuation decreased around 3 minutes to almost half the value of the stable α for each 
temperature. This value was constant for more than tens of minutes. For this reason, we can 
conclude that a lifetime of a part of NPs structures was relatively long. 
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Fig. 3. Experimental data of the changes of the acoustic attenuation for three temperatures (■ 25 oC, ● 35 oC,  

▲ 45 oC) at the value of magnetic flux density 200 mT. 

4. Discussion 
An external magnetic field causes a rotation of the magnetic moments of the NPs in the water-
based BMF to its direction. This phenomenon causes, that NPs to merge as they approach and, 
with increasing time, they form new structures like dimers, trimers, thin and thick chains, or 
clusters [7, 8, 9]. These rearrangements of NPs in the fluid cause the changes of α because the 
interaction between created structures and the propagated acoustic wave leads to the additional 
attenuation of the acoustic wave. The application of the jumped magnetic flux density of 
constant value clearly showed that processes leading to the creation of structures were time-
dependent and step-by-step (Fig. 3). The acoustic spectroscopy at various temperatures also 
confirmed that the rearrangement of NPs is temperature-dependent. At the temperature of 25 
°C and 200 mT, the processes of rearrangement of NPs took the shortest time (Fig. 3). Since 
the ∆α was smaller as at higher temperatures, we suppose that the final structures were dimers, 
trimers, or thin chains. At this temperature, longer chains cannot be created because Brown 
motion is small, and NPs hardly overcome double layer of surfactant on their surface.  

For higher temperatures, ∆α was higher (the structures could be bigger, thick chains or clusters), 
and the process of NPs restructuring took a longer time. At higher Brownian thermal motion, 
the NPs get closer more easily because their kinetic energy is insufficient to overcome the 
barrier's double layer of surfactant around them [6, 7, 8]. When they are close enough bond 
together due to a strong magnetic force and with time could be created bigger structures. This 
is the reason why we observed higher values of ∆α (thick chains or clusters) at higher 
temperatures than at lower temperature (Fig. 3). On the other hand, when smaller NPs were 
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used, they move too fast with increasing temperatures, and their weaker magnetic forces cannot 
connect them, which caused a decrease of ∆α with temperature [9].  

5. Conclusions 
The presented results for the biocompatible magnetic fluid based on the water showed the 
creation of structures in the present magnetic field, which was confirmed by the change of the 
acoustic attenuation. Due to the larger diameter of the nanoparticles with increasing 
temperature, bigger nanoparticle structures could be formed. From this could be concluded that 
for practical application in biomedicine is better smaller NPs. Investigated biocompatible 
magnetic fluid appears as a perspective tool for application in clinical trials and can also be 
used for magnetic hyperthermia. 
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Abstract. The presented paper focuses on the investigation of selective biological response 
induced by the application of the exogenous, time-varying low-frequency magnetic field. The 
research is inspired by the lack of sufficient scientific evidence regarding the generally 
accepted nonthermal physical mechanism of action at the cellular or subcellular level. Results 
observed and discussed within the scope of this article complement existing experimental 
evidence supporting the capability of biological system response alteration via application of 
exogenous low-frequency magnetic field at a cellular level. Experiments conducted on 
Saccharomyces cerevisiae cultures have shown that magnetic flux density variations are 
capable of provoking antagonistic proliferation response. 
 
Keywords: Time-Varying Low-Frequency Magnetic Field, Saccharomyces Cerevisiae, 
Magnetic Flux Density, Inhibition Effect, Biological Effects 

1. Introduction 
Research of possible biological effects of nonionizing electromagnetic fields (EMF) is 
becoming more and more popular during the past few years. Public awareness and scientific 
interest increased especially after the advent of 5G technologies, and without doubt, will 
continue to do so since scientific evidence of possible impact on health or environment caused 
by artificial sources of EMF is full of discrepancies and contradictions. The lack of scientifically 
undisputable results is a strong motivation to perform further investigation within the scope of 
the mentioned field of research. 
Research of various scientific groups and published works thereof present valuable evidence 
regarding possible risks associated with the continuous irradiation of EMF. The available body 
of evidence served as a basis for the decision of the International Agency for Research on 
Cancer (IARC) to classify electromagnetic fields as group 2B carcinogen in 2013. Works of 
similar quality can be found within the whole frequency spectrum - from extremely low 
frequency (ELF) EMF up to radio frequency (RF) EMF and beyond. Current research in 
Slovakia in the RF-EMF range includes investigation of impact thereof on heart rate variability 
in [1], with experimental methodology rigorously described in [2], or the biological effects and 
physical parameters of mobile communication presented within works [3,4]. Research within 
the ELF-EMF spectrum focuses predominantly on cellular and subcellular levels - for example, 
in the case of [5], ELF magnetic field effects on blood lymphocytes are explored. Additional 
scientific evidence of cellular-level biological effects induced by low-frequency EMF are 
documented in our previously published papers (e.g. [6, 7]), where biologically active 
frequencies of applied exogeneous EMF have been identified. These experiments conducted on 
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Saccharomyces cerevisiae yeast cells were inspired by works [8 - 10], but also support findings 
regarding ion transport changes presented in [11,12].  
Within the scope of this paper, we will continue research presented in [6], focusing on the 
investigation of possible effects of magnetic flux density changes of externally applied time-
varying, low-frequency magnetic field (LF MF) on the proliferation response of cultivated cells. 
This research intends to elucidate another variable – magnetic flux density magnitude, which 
can be considered a biologically active parameter of the applied electromagnetic signal. We 
would like to show that the definition of the exact value of this attribute could lead to interesting 
changes within the proliferation response of cultivated cells in comparison to already published 
frequency-related changes. 

2. Materials and Methods 
Cell Cultivation 
Yeast cell samples were continuously irradiated by electromagnetic signal with specific 
parameters during 8 hours, representing the log phase (exponential growth) within the S. 
Cerevisiae Growth Curve.  
Biological samples were precultivated in YPD (yeast-peptone-dextrose) medium for 24 hours 
at ambient temperature before each experiment. The cultivated medium was then diluted to 
obtain equal amounts of experimental solution within two Erlenmeyer flasks, used in 
subsequent LF EMF experiments. The diluted samples in Erlenmeyer flasks were cultivated in 
a commercial incubator during the whole experiment - exposed samples were placed within the 
cavity of the exposure coil, while the control samples were shielded from the generated EMF. 
The ambient temperature was maintained at a constant 30⁰ C. 

Physical Parameters and Exposure Setup 
In our previously published works [6, 7], we succeeded in predicting the bioactive frequency 
targeting Ca2+ and K+ ions. The said frequency was calculated based on equation 1: 

 𝑓𝑓 =
1
𝑛𝑛

𝑞𝑞
2𝜋𝜋𝜋𝜋

𝐵𝐵𝑔𝑔𝑔𝑔𝑔𝑔, (1) 

where f represents the frequency of the time-varying LF MF, q is the elementary electric charge 
of target ion, m is the molecular mass of the target ion and Bgen is the value of generated 
magnetic flux density. 
For experiments presented herein, we decided to investigate the possibility of targeting the same 
ions but via magnetic flux density change, using an appropriate modification of equation 1: 

 𝐵𝐵𝑔𝑔𝑔𝑔𝑔𝑔 =
𝑛𝑛𝑓𝑓2𝜋𝜋𝜋𝜋

𝑞𝑞
, (2) 

where all parameters remain the same as in the previous case, enabling calculation of Bgen at a 
known frequency. Using the target frequency f = 915.66 Hz results in magnetic flux density 
Bgen = 1.195 mT for Ca2+ ions and Bgen =2.332 mT when targeting K+ ions in this set of 
experiments. The mentioned physical parameters were achieved using our modernized 
exposure system, presented in Figure 2, incorporating harmonic signal generator (driving 
current), amplifier, incubator and shielding plate, as well current and voltage measurement 
devices. 
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Fig. 1. Laboratory with exposure setup for experiments of nonthermal EMF effects on biological samples. 

3. Results 
Using the aforementioned methodology, we performed 5 experiments for each value of applied 
magnetic flux density. Evaluation and results quantification was performed via the growth 
dynamics coefficient (GDC) described in [6]. Observed results are presented graphically in 
Figure 3. 

 

 
Fig. 2. Comparison of results achieved by magnetic flux density changes at a constant frequency (915.66 Hz). 
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4. Discussion and Conclusions 
Our experimental results show the interesting behavior of Saccharomyces cerevisiae cultures 
when exposed to varying magnetic flux density at a constant frequency of the applied EMF. 
Opposite proliferative effects were observed – either stimulating growth of the exposed cell 
cultures (targeting Ca2+) or inhibiting growth thereof (targeting K+) using the same frequency 
but different magnetic flux densities. Observed results present a strong motivation for further 
research in this area, results of which could potentially be useful in the medicine or food 
industry. 
Moreover, European Union policies call on national governments to ensure simple and feasible 
public access to information regarding the potential risks of electromagnetic fields and the 
environmental impact thereof and to apply the principle of "reasonable prevention" following 
the international standard ALARA - "as low as reasonably achievable". 
We believe that research presented within this paper could be a part of scientific evidence of 
the possible effects of LF MF on biological samples at cellular levels. 
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Abstract. The development of innovative measurement approaches to investigate magnetic field 
(MF) biological effects is of great importance since we currently do not have any satisfying 
explanation of the MF biological interactions. The impedance spectroscopy is a well-known 
technique in the field of biological sample growth characterization. Here we present a proof of 
concept for cell culture impedance monitoring during the experiment with magnetic field 
exposure. We also emphasize the precise temperature monitoring has a key role in the exact 
interpretation of results since the minor temperature differences could lead to a substantial 
change in cell growth parameters. 
Keywords: Magnetic Field, Biological Response, Impedance Spectroscopy 

1. Introduction 
The biological effects of magnetic fields (MF) have become a widely discussed issue both 
among scientists and the general public in recent years, mainly due to extending daily use of 
various artificial MF sources. Although extensive research during the last few decades has been 
performed [1], we still lack an unambiguous explanation of the mechanisms of biological MF 
interactions. There are many irreproducible and contradictory results in this research field [2], 
which do not allow us to state a comprehensive interpretation of results obtained by different 
research groups. Moreover, there is data indicating peculiar behavior in terms of proliferation 
inhibition or stimulation depending sensitively on frequency and amplitude parameters [3]. 
There are several limitations of the current measurement methods, which are used for biological 
MF effects monitoring and evaluation. One of these limitations is the real-time monitoring of 
MF effects on living biological structures. Typically, the biological material, e.g. cell culture is 
exposed to a magnetic field for a particular time (minutes to hours), and the state of culture is 
monitored after the experiment, which does not allow to monitor immediate effects of MF 
exposure. 
To eliminate this limitation, we suggest real-time monitoring of cell culture during its 
cultivation utilizing impedance spectroscopy. This method is well-known in the field of cell 
culture growth monitoring [4] and could serve as an innovative tool in the field of MF biological 
effects research. 

2. Subject and Methods 

The experimental platform consists of five parts: pair of cultivation chambers, optical 
microscope, system for magnetic field generation, impedance spectroscopy analyzer, and 
central control and data acquisition unit (Fig.1). Yeast Saccharomyces cerevisiae was used as 
a biological model. Cells are cultivated with yeast extract peptone dextrose (YPD). To prepare 
conditions for the most sensitive growth curve changes, we searched for an appropriate starting 
concentration that would yield maximal proliferation during the cultivation running for 16 
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hours. It was found empirically that for the original concentration of 2.5x105 cells/ml it was 
possible to increase concentration 250-fold. Furthermore, the time efficiency of the 
experimental procedure was optimized: due to the 8-hour pre-cultivation period, time for the 
single run was compressed into 24 hours. 

For optical inspection of samples, an inverted light microscope (Kern OCL-2) suitable for the 
observation of live biological samples is used. Digital camera (FLC 1600H, CMOS pixel size 
1.34 µm) with a resolution of 16 MP and 60x objective offers an effective magnification 
(without digital zoom) at the level of 5800. 
A cultivation chamber with 30 °C provides a stable and optimized environment for yeast cells’ 
growth. The cell culture is cultivated in quasi-homogeneous MF in a media solution placed in 
Helmholtz coils. The optimal coil design modeled in Matlab resulted in N = 2 x 50 turns of 
copper wire of 2.2 mm diameter. The frequency and amplitude are adjustable by an arbitrary 
waveform generator and a power amplifier (Behringer NX3000D), providing AC currents up 
to 6.6 Arms for the coils generating MF in 0-2 kHz frequency range with intensity up to 4.3 mT. 

 
Fig 1. Composition of the experimental platform: Pair of cultivation chambers with PID temperature regulators 

(above) and 4-channel temperature data logger, Helmholtz coils, inverted light microscope, signal 
generator, power amplifier, impedance spectroscopy analyzer, and impedance probe. 

ISX-3 (Sciospec) was used for impedance spectroscopy measurements, with a frequency range 
up to 10 MHz. 4-wire configuration was utilized with Orion (ThermoFisher Scientific) probe. 
The geometry of the electrodes was circular, with outer rings for injection of probing current. 

As yeast cells in the medium can be modeled as a circuit consisting of capacitors and resistors, 
their growth can be expressed by the changes of vector electrical impedance. The conductivity 
alone cannot be used for concentration estimation, as the extracellular environment varies as 
consumption of the nutrient medium and other cell metabolism processes take place. However, 
the relative proportion between the low frequency and high-frequency values of impedance 
magnitude can reflect changes in cell concentration. In this way, one can monitor cell 
population by the following biomass estimator [4] 
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𝐸𝐸2 = 100 ∗ �1 − |Z(HF)|
|Z(LF)|�                                                  (1) 

where |Z(LF)| is the impedance magnitude at low-frequency f ≪ fc and |Z(HF)| is the impedance 
magnitude at high-frequency f ≫ fc, where fc is cutoff frequency. Relative values of E2 are 
transformed into cell concentration values by the calibration with real cell numbers counted in 
the Bürker counting chamber. 

3. Results 

For automatic temperature regulation in the cultivation chambers, different control systems 
were deployed. The replacement of the On-Off controller with the proportional-integral-
derivative (PID) controller improved heat control and hence temperature stability inside the 
chamber from 2.5 °C (max-min temperature in medium) to below 1 °C. Moreover, after the 
investigation of the temperature distribution inside the cultivation chamber, we obtained a 
discrepancy over 10°C between two extreme sensor positions (Fig.2). As expected, the main 
factor was the height of the sensor location. However, as air circulation and obstacles like coils 
with their geometry and thermal properties are involved, 3D temperature field distribution was 
rather complex. 

 

Fig. 2: Temperature monitored in different positions of the cultivation chamber: two in direct proximity of cells 
and two in distant locations within the chamber. 

As it is disadvantageous to keep the regulation temperature sensor directly immersed in the 
medium, the only place where the temperature curve correlated well with the one from the 
medium directly was on the external side of the flask with the medium. 

The proof of the concept of impedance monitoring has been utilized in the form of a cell 
sedimentation experiment. The samples of impedance spectra together with a sample of 
evolving cell concentration estimator calculated according to (1) are presented in Fig. 3. 

The continual mode of the impedance measurement consisted of measurement of the whole 
spectrum (10 Hz -10 MHz) with logarithmically distributed 370 frequency points and 90 s 
duration. The optimization of E2 parameters resulted in the choice of 10 kHz and 1 MHz for 
low-frequency and high-frequency, respectively. 
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Fig. 3: Performance of E2 estimator during sedimentation of the cells. A: sample of the impedance spectra. B: 
sample of the concentration estimator with LF = 10 kHz, HF = 1 MHz, a.u. - arbitrary units. 

4. Discussion and Conclusions 

Slight differences in experimental conditions between the test and control chamber could 
eventually have a substantial influence on the final results. The precise temperature monitoring 
even in standard experimental conditions could reveal a crucial impact of slight temperature 
changes, especially in long-term experiments. Therefore, we aim to accurately monitor 
temperature during each experiment, which could be one of the secondary, but still very 
important contributions of our work in the field of MF biological effects monitoring. 

We also found out a dependence of the cell concentration estimator on impedance calibration. 
This issue is related to the calibration procedure in the radio-frequency range. After the 
completion of the experimental platform, we aim to focus on an exploration of the frequency 
and amplitude-dependent biological response of cell proliferation in the frequency range of 0-
2 kHz, and magnetic flux density at mT level. 
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Abstract. The technique for simulating the process of developing thermoelectromotive force 
by the inhomogeneous thermocouple during the change of the temperature field along its legs 
is proposed in this paper. This allows determining the instantaneous error of the 
thermocouple during their operation without the use of working standards. There were 
revealed new relationships between the maximum and instantaneous errors due to drift and 
inhomogeneity. The sum of absolute values of these errors is constant, and this relationship 
holds in any temperature field. 
Keywords: Thermocouple, Drift, Inhomogeneity, Thermocouple with Controlled Temperature 
Field, Error Determination 

1. Introduction 
The thermocouple (TC) is the most common sensor when measuring temperatures within the 
range of 500 - 1100ºC [1]. Its disadvantage is the degradation of its legs during operation, 
which manifests itself as: a) drift of the conversion characteristics (CC) (for the type K TC it 
can be up to 6.5ºC for 1000 hours of operation at 800ºC [2]); b) error due to acquired 
thermoelectric inhomogeneity [2-4] in changeable temperature field (for the type K TC up to 
11ºС for 1000 hours of operation at 800ºС [4]). The methods of TC error correction [2, 6] 
require calibration either in a laboratory [1], however, it requires the use of a working 
standard at the operation place (which is undesirable [1]) or at the place of operation [2] by 
the temperature fixed point cell [5] (it is not in mass production). The method proposed in [7] 
does not require working standards. It only requires constant temperatures of the measuring 
and reference junctions during the procedure. This method: a) does not allow error due to 
thermoelectric inhomogeneity of TC to appear [7] due to the stabilization of its temperature 
field; b) provides determination of the instantaneous TC error in situ. To study the errors of 
the method [7], its mathematical model should be constructed. The aim of the work is to study 
the error of the method [7] due to the shift of the zone of temperature gradient along the TC 
legs. 

2. The Method for Determining the Instantaneous Error of the TC 
There was proposed a method for determining the instantaneous TC error during operation [8] 
by changing the temperature field along TC legs (see Fig. 1). The method is based on the 
thermocouple with a controlled temperature field (TCTF) [8, 9]. The TCTF consist of main 
TC 1 and multi-zone furnace 2 [8, 9]. Furnace 2 consists of heaters and temperature sensors 
located along main TC 1. They set the temperature field A (the field of operation) along TC 1 
and maintain it constant. Then the error due to acquired thermoelectric inhomogeneity [3] 
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cannot appear. According to the fundamental law of thermoelectric thermometry [1], 
thermoelectromotive force (thermo-e.m.f.) developed by a TC section is proportional to the 
temperature difference at its ends. Therefore, during the operation, the thermo-e.m.f. of TC 1 
is developed by sections l1 - l2. When determining the instantaneous error of TC 1, the 
heaters of the TCTF form the field B. In the field B the thermo-e.m.f. is developed by sections 
l3 - l4. But these sections are operated at the temperature close to that of the reference 
junction and thus do not undergo degradation [10]. Therefore, the difference between thermo-
e.m.f. of TC 1 in temperature fields A and B equals the error due to drift of TP 1. If TC 1 was 
calibrated in the temperature field B (for example, using a working standard) prior to 
operation, the sum of the initial error and error due to drift of TP 1 equals its instantaneous 
error. 

 

Thermocouple 1 

Thermowell 

Heathers & Sensors  

Multi-zone furnace 2 Reference Junction 

T°С 

L  A  
B  

l1  l2  l3  l4  
 

Fig. 1. Determination of the instantaneous error of the TC during operation by changing its temperature 
field.  

3. Modeling the Determination of the Instantaneous Error of the Thermocouple 
The research is carried out by modeling in a spreadsheet. The technique of modelling is as 
follows: 

1. Split the TC into 100=i  sections, 0=i  corresponds to the reference junction 
(temperature of 0ºC), 100=i  corresponds to the measuring junction (temperature of 
800ºC). 

2. Set the temperature fields of the TC in the form of the sigmoids (the left hand side 
formula) and line segments (the right hand side formula) 

)10(31

800
СN

e
T

−−
+

=  ,  








=
<+=

=

800
800,

0

T
TifbkmT

T
   (1) 

where T  is the instantaneous temperature of the temperature field; N  is the current number 
of the temperature field; C=7 is the coordinate of the point with the temperature of 400ºС for 
the field of operation (see the left hand side of (1)), for each subsequent field C decreases on 
0.5. The total number of similar fields is 4 (see the right hand side of Fig. 2). The line 
segments fields are given on the left hand side of Fig. 2.  
3. Carry out the analysis of the influence of changes in the temperature field from the 

sigmoids of the operation field to straight line segments of lines with different parameters 
for the sections are in operation at the close to that of the reference junction (see Fig. 2 
left) on errors due to drift and due to acquired thermoelectric inhomogeneity. For the type 
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K TC, the relative Seebeck coefficient is chosen of e=40 μV/℃. The drift of the Seebeck 
coefficient of each section is calculated according to the formula  

 
Fig. 2. Temperature fields profile in the form of sigmoids and in line 

segments with different parameters 

2
EKSiEKSii BTATe +=∆  (2) 

where TEKSi is the 
temperature of operation 
of the certain TC section 
(the rightmost sigmoid in 
Fig. 2); A=0,0025 K-1, 
B=2×10-6K-2 are the 
coefficients adjusted 
match the total error of 
the TC with the 
experimental data ≈11℃ 
[4].  
4. Calculate the nominal 
and actual thermo-e.m.f., 
developed by each TC 

section in all 10 temperature fields according to the formulae  

( )ii
NOM
i TTeE −= +1  , ( ) ( )iii

REAL
i TTeeE −⋅∆+= +1  ,   (3) 

where REAL
i

NOM
i EE ,  are the nominal and actual thermo-e.m.f. of each section; ii TT ,1+  

are the temperatures at the ends of each section. 
3. Calculate the nominal and actual thermo-e.m.f., by the whole TC in all 10 fields 

∑
=

=
100

0i

NOM
i

NOM
j EE  , ∑

=
=

100

0i

REAL
i

REAL
j EE  ,  (4) 

where REALNOM EE ,  are the nominal and actual thermo-e.m.f. of the TC. 

4. Calculate the errors due to drift DR
jE∆  of the TC CC as the difference between the actual 

thermo-e.m.f. developed by the TC, in each j-th temperature field and the nominal one 
NOM
j

REAL
j

DR
j EEE −=∆  ,    (5) 

5. Calculate the errors due to acquired thermoelectric inhomogeneity NEOD
jE∆  as the 

difference between the thermo-e.m.f. developed in the temperature field of operation 
REAL
EXPE  and in those developed in other fields REAL

jE  

REAL
EXP

REAL
j

NEOD
j EEE −=∆   ,  (6) 

6.  Calculate the sum of absolute values of errors due to acquired inhomogeneity and due to 
drift of TC CC for each temperature field. The results of the study are presented in Fig. 3.  

4. Conclusions 
The following conclusions can be drawn: (i) when the zone of the temperature gradient is shifted 
toward the reference junction (see Fig. 1), there is a gradual "displacement" of the error due to 
drift (starts at 452 μV in Fig. 3) by error due to inhomogeneity (starts at zero in Fig. 3); (ii) the 
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sum of the absolute values of these errors remains constant for any field (dashed line in Fig. 3); 
(iii) the maximum absolute values of errors due to drift and due to inhomogeneity are also equal; 

 

(iv) the sum of the absolute values of 
errors due to drift and due to 
inhomogeneity is equal to this 
maximum value in any temperature 
field; (v) the result of determining the 
instantaneous TC error does not 
depend on the shape of the 
temperature field across the reference 
section. The study showed that the 
method of determining the 
instantaneous error of the TC during 
operation by purposefully changing 
the temperature field along its legs, 
proposed in [8, 9], has no error of 
method and can significantly improve 

Fig. 3. Errors due to acquired thermoelectric inhomogeneity 
and due to drift of TC CC versus temperature field 

the measurement accuracy. This paper develops the studies carried out in [7, 11, 12]. 
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Abstract. The paper characterizes the architecture of an IoT system for measuring and visu-
alizing environmental data. The first part describes the construction of a solar panel powered,
IoT-based datalogger of environmental values such as temperature, humidity, and pressure. The
second part then outlines a solution to the related cloud system. The datalogger is built as
a setup driven by a microcontroller. The program for the microcontroller was written in the C
language. Functionally, the microcontroller communicates with the sensors through an I2C bus;
the configuration and control of the measurement are performed via a PC application compiled
in C# and connected to the device over a USB bus. The measured data are stored in a Micro SD
card and transmitted by means of the LoRa technology to the local LoRa cloud provider. The
data are then resent from this local provider to a cloud-based Amazon MySQL database and
can be visualized through a web application coded in the ASP.NET Core framework. This paper
presents the entire, ready-to-use system.

Keywords: IoT, LoRa, Cloud, Environmental Sensors, Climate Datalogger, Microcontroller

1. Introduction
Monitoring environmental values such as temperature, humidity, and pressure plays an impor-
tant role in human life. It is sometimes difficult and time-consuming to measure environmental
values at distant or poorly accessible places. As the Internet of things (IoT) is becoming a part
of life, there are new Low-Power Wide-Area Networks (LPWAN), such as SigFox or LoRa, that
could be used in dataloggers, including in particular those that record environmental values to
make human life easier.

Most studies relevant to the topic, such as [1]-[3], typically do not offer the whole solution,
i.e., the solution with the whole architecture (comprising the data storage and visualization);
usually, only a ready-to-use solution, for example, ThingSpeak.com [4], is presented.

In view of these facts, our paper describes the entire solution for the measurement of environ-
mental values at multiple distant or poorly accessible places, with almost real-time visualization
of the measured values.

Requirements
The requirements for the datalogger were determined and resolved. The datalogger is powered
by a Lithiumtitanate-oxide (LTO) battery, as this type of battery exhibits better behaviour in
cold conditions [5]. This battery is charged by a solar panel. The heart of the datalogger is
a microcontroller that controls other peripherals and communicates with the external world.
The datalogger collects environmental values of temperature, humidity, and pressure at least
once per minute. The measured data are sent to the cloud via one of LPWAN technologies.
The measured data are also stored in a micro SD card to remain reachable when IoT services
cannot be accessed. The device is configured via a PC through a USB bus. Visualisation of the
measured data is needed.
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2. Design of Datalogger
This section describes the actual concept of the system; applied technologies; architecture; and
HW/SW implementation.

IoT
Figure 1 interprets the suitability of LPWAN technologies. Considering the use case of the
device presented in this paper, the LoRa technology was chosen: It is perfectly convenient in
use cases where the requirements for long-range communication and low-power management
are met. Lora utilizes license-free radio frequency bands like 433 MHz, 868 MHz (Europe),
and 915 MHz [6]. The LoRa protocol is designed specifically for lower power consumption
and can connect areas up to 15 km apart. To employ the LoRa technology, users need to rely
on some LoRa providers, such as Loriot, or The Things Network. In our case, an offer by the
local provider Czech Radiocommunications was accepted because of their signal coverage in
the Czech republic.

Concept of Datalogger
After analyzing the requirements, we materialized the concept of the datalogger (Figure 2). The
core of the device is an STM32L151 microcontroller, which was chosen thanks to its support of
low power modes and offer of peripheral communication interfaces. The datalogger is powered
by an LTO battery. This battery is charged from a solar panel when the voltage drops below
2.5 V; otherwise, the charger is disconnected. The voltage is measured by an AD converter,
embedded in the microcontroller. For the temperature and humidity sensing, an SHT-85 [7]
was chosen, and the pressure sensing is facilitated by a BMP280 [8]. The main parameters
of the sensors are listed in Table 1. Both of the sensors are connected to the microcontroller
via an I2C bus. The micro SD card is connected to the microcontroller over an SPI bus. The
configuration and control of the datalogger are executed by a PC application. The PC application
is connected over a USB bus. An FT232 serves as a bridge between the USB on the PC side and
the UART on the datalogger side. The FT232 allows the device to behave like a virtual COM
port in the PC, making the implementation easier on both the PC and the device sides. The
LoRa technology is enabled by an RN2483. This circuit is used as a modem, meaning that the
circuit is connected to the microcontroller over a UART bus, and the communication is based
on defined UART messages. In the microcontroller, the LoRaWAN stack or RF design do not
need to be implemented.

Table 1: Main parameters of used sensors

Sensor Interface Power Current Operating Accuracy Price
Supply consumption temperature (%) (Eur)

SHT85 I2C 2.15-5.5 1.7uA -40 - 125 0.4◦C, 1.8%RH 24
BMP280 I2C 1.71-3.6 2.8uA -40 - 85 +-0.12hPa 3.9

Architecture
Figure 3 shows the data flow from the datalogger to the visualization. The datalogger sends the
measured data over the LoRaWAN network to the cloud of the local LoRa provider. As it is
not possible to visualize the data in this cloud, they are resent to Amazon API Gateway. Then,
the data are moved to a lambda function, which saves them in a MySQL database. The data
measurement and sending periods are 1 min and 5 min, respectively; this means that, in the
latter case, one packet sent contains 5 frames of measured values.
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Fig. 1: Suitability of LPWAN technologies [6] Fig. 2: Concept of datalogger

Fig. 3: Architecture of system.

Fig. 4: Visualization of measured data.
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Visualization of Measured Data
To visualize the measured data, we created a web database application in ASP.NET Core. This
application connects to the MySQL database and enables the visualization of the measured
data from devices registered by the user. An example of the measured data visualization is
shown in Figure 4. In this application, 2 roles exist: that of the admin and that of the user. The
admin role manages the registrations and permissions of the users, while the user role facilitates
the registration of individual devices identified by unique id numbers. These devices can be
added/removed, and their data are visualizable in graphs.

3. Conclusion
We introduced the concept of an IoT-based datalogger of environmental values, the device is
powered by a solar panel and using the LoRa technology to ensure real-time visualization of
the measured data. At one of the initial stages, the device and its electronics were designed.
We also characterized the architecture of the whole IoT solution; this architecture utilizes the
local LoRa provider’s network and cloud. The measured data are resent from the LoRa provider
to the MySQL database, which runs under Amazon Web Services. For the visualisation, a web
application in ASP.NET Core was built; the application loads the data from the MySQL database
and visualizes them in graphs, which are zoomable. The whole, ready-to-use system is described
and implemented.
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Abstract. The article presents the construction and mathematical model of a precision coaxial 
wideband low-current shunt developed at the Silesian University of Technology (SUT) in 
Gliwice, Poland. Results of experimental validation of the calculated AC-DC transfer 
differences are also presented, revealing a good agreement between calculated and measured 
values.  
Keywords: AC-DC Difference, Current Shunt, Mathematical Model, Numerical Simulation 

1. Introduction 
In high precision measurements of alternate current (AC) and direct current (DC), resistive 
current shunts are used. The principle of operation of such a shunt is well known: the current 
flowing through it is converted to a proportional voltage drop. The voltage drop is usually 
measured with a high precision voltmeter or sampler. To obtain higher precision of AC current 
measurement, the voltage drop is measured using a thermal voltage converter (TVC).  
In this article, we describe the construction and mathematical model of the precision coaxial 50 
mA current shunt developed at SUT. We also present experimental validation of AC-DC 
transfer difference calculated using the developed mathematical model. 

2. Design Precautions 
When designing a resistive current shunt, two contradictory requirements shall be met: to limit 
power losses in the shunt, its resistance should be as small as possible, but from the other hand, 
the highest precision in voltage measurement is achieved when the value of voltage drop is 
relatively high (around 1 V). In the case of precision current shunts, the second requirement is 
a priority. One of the most critical parameters of a current shunt is its transimpedance. The use 
of this parameter (instead of resistance or impedance) is justified because, due to its structure, 
the shunt should be analyzed as a four-terminal network. When the shunt is used, e.g. for 
calibration of ammeters, multimeters or calibrators, then the determination of the module of the 
shunt transimpedance is sufficient. However, in some other applications like AC power or 
energy measurements, the phase error of the shunt must also be determined. Another important 
metrological parameter of the current shunt used in AC measurements systems is its AC-DC 
transfer difference, which should be small as possible [1]. The AC-DC transfer difference is 
caused mainly by residual parameters of the shunt (inductance and capacitance). Values of these 
residual parameters depend on the construction (geometry) of the shunt and properties 
(impedance) of resistors used [1],[2],[3]. The desired property of the current shunt is the 
stability of its transimpedance in time and environmental conditions (temperature, humidity) as 
well as its linearity, i.e. independence of resistance (transimpedance) from the magnitude of the 
current flowing through it. Precision low-current wideband shunts designed for low currents 
(below approximately 0.2 A) usually have coaxial, radial construction [4]. 
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3. Description of the Prototype of the Shunt 
The cross section of the precision current shunt developed at SUT is presented in Fig. 1. The 
resistance of the shunt equals 16 Ω, and the voltage drop at nominal input current is 0.8 V. The 
main part of the shunt is formed from twelve 192 Ω Z-foil SMD (surface mount devices) 
resistors connected in parallel. The temperature coefficient of resistance of these resistors is 
approximately 0.05 µΩ/(Ω·K). The resistors are mounted on a round 1.6 mm thick printed 
circuit board (PCB) made from glass-reinforced epoxy (FR-4) substrate laminated with a 35 
μm thick copper layer. The PCB was attached to an N-type output male connector. To separate 
the input circuit from the output, a coaxial waveguide was placed between the input N-type 
connector and the PCB. The separation is required to reduce the inductive coupling between 
the input and the output. The inner wire is made from a 1.8 mm thick solid copper.  

 
Fig. 1. The cross section of the resistive current shunt developed at SUT. 

The outer part of the waveguide is made from 80 µm thick foil, rolled up to get a tube. The 
diameter of this tube is 20 mm, and its length is 35 mm. The enclosure of the shunt was printed 
from polylactide (PLA) using a 3D printing technology. The housing is screwed to both 
connectors with eight polyamide M3 screws. 

4. Mathematical Model of the Shunt 
In [5], a mathematical model of the shunt was presented, where the effect of the waveguide was 
modelled using lumped parasitic parameters. However, the distributed parameters model 
presented in [6] shows a significant influence on the AC-DC transfer difference of the shunt. 
The model allowed to calculate the AC-DC transfer difference of the prototype construction of 
the current shunt. The drawback of that model is that the waveguide and both connectors were 
modelled using a simplified lumped-element equivalent circuit. Hence the shunt 
transimpedance calculated using that model did not reflect the real impedance of the device. 
Therefore, another attempt was made to model the shunt correctly. The improved equivalent 
circuit of the shunt is presented in Fig.2.  

 
Fig. 2. Equivalent circuit of the 50 mA shunt developed at SUT. 

MEASUREMENT 2021, Proceedings of the 13th International Conference, Smolenice, Slovakia

212



The circuit shown in Fig. 2 contains an improved model of the waveguide represented by the 
chain matrix AW, AI and AO. The waveguide and both connectors were modelled based on 
equations of a distributed parameter transmission line. The model is composed of a serial 
connection of five two-port networks [1], representing the input female N connector, the 
waveguide, resistors, the PCB and the output male N connector. The two-port network matrixes 
of the input and the output connectors, as well as the waveguide and the PCB are computed 
mathematically from their geometry dimensions and material properties [6]. Resistance of the 
precision resistors was measured with Keysight E4980A high-precision LCR meter [7]. Due to 
difficulties with the precise measurement of small values of inductance and capacitance of these 
resistors, their residual parameters were taken from the datasheet [8]. The shunt may be 
described by the matrix AS: 

 𝑨𝑨𝑆𝑆 = 𝑨𝑨𝐼𝐼𝑨𝑨𝑊𝑊𝑨𝑨𝑅𝑅𝑨𝑨𝐷𝐷𝑨𝑨𝑂𝑂 (1) 

Matrix AS has 4 components: 

 𝑨𝑨𝑆𝑆 = �
𝑎𝑎11 𝑎𝑎12
𝑎𝑎21 𝑎𝑎22� (2) 

The 𝑎𝑎21 element describes the transimpedance 𝑍𝑍𝑇𝑇of the shunt: 

 𝑍𝑍𝑆𝑆 =
1
𝑎𝑎21

 (3) 

To improve the accuracy of the mathematical model, the matrix Aw representing the waveguide 
must contain distributed parameters of the transmission line, such as: resistance, capacitance 
and inductance. Because the dielectric placed between conductors is dry air, its conductance 
can be neglected. Additionally, because of the assumed concentricity of the two waveguide 
elements (its internal wire and the outer copper pipe), their electric and magnetic fields can be 
analyzed separately. The magnetic and electric fields are computed from the solution of the 
second order differential equation for magnetic vector potential using Bessel functions of the 
first and the second kind. The model also takes the skin effect into account. The obtained 
residual parameters of the conductors allow computation of characteristic impedance of the 
waveguide. To take into account the wave phenomena, such as interference and reflection, it 
was necessary to apply hyperbolic functions to provide the distribution of residual parameters 
along with the guide. The more detailed model description with its mathematical equivalence 
can be found in [6].  
Finally, the AC-DC transfer difference of the current shunt is given by [1]: 

 𝛿𝛿𝐴𝐴𝐴𝐴−𝐷𝐷𝐴𝐴 =
𝑍𝑍𝑇𝑇𝑇𝑇(𝑓𝑓) − 𝑍𝑍𝑇𝑇𝑇𝑇(0)

𝑍𝑍𝑇𝑇𝑇𝑇(0)
 (4) 

where 𝑍𝑍Tm is a module of the shunt transimpedance. 
The uncertainty of the calculated AC-DC transfer difference was computed using the Monte 
Carlo method assuming tolerances of geometrical dimensions and uncertainties of material 
constants. 

5. Validation of the Mathematical Model of the Shunt 
To validate the correctness of the calculated AC-DC transfer difference, the prototype of the 
shunt was sent for calibration to Swedish National Metrology Institute (NMI) RiSE. The 
comparison between measured and calculated AC-DC transfer differences and their 
uncertainties is presented in Fig.3. 
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Fig. 3. The comparison between the measured and the calculated AC-DC transfer differences and their 

uncertainties. 

6. Conclusions and Future Work 
The calculated AC-DC transfer differences are in good agreement with the measured results, 
confirming the correctness of the improved mathematical model of the shunt. Moreover, the 
calculated results are closer to measured values than in the case of the earlier developed 
mathematical model using lumped elements. The model will be used in further design and 
optimization of the set of current shunts of nominal currents 10, 20, 100 and 200 mA. The 
developed shunt will be used in conjunction with thermal voltage converters serving as a high-
grade precision standard of the AC current. 
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Abstract. The paper discusses the topic of measurement of direct voltages in the presence of 
strong electromagnetic interferences. It presents a suitable measuring system, a virtual measuring 
instrument created in the LabVIEW environment, and the results of tests carried out, such as NI 
PCI-6221 data acquisition board. The described approach can also be applied in other 
measurement situations. 
Keywords: Probability Distribution, Virtual Instrument, Electromagnetic Interference 

1. Introduction 
In industrial conditions, measuring systems can be exposed to various interferences. 
Interferences that infiltrate into the measuring system are the source of additional 
measurement errors, which increase the uncertainties of the final measurement result. 
Interferences may infiltrate into the measuring system by conduction, capacitive and magnetic 
coupling, and an electromagnetic wave. Conducted interferences occur in systems in which 
the measuring circuit's ground points that are distant from each other have different potentials. 
This causes a flow of equalizing currents in the ground conductors, and the formation of 
additional voltage decreases that sum up with the signal being measured. Interferences 
infiltrating through magnetic coupling occur when a conductor conducting alternating current 
is near the measuring system forming a closed loop. An alternating magnetic field is formed 
around such a conductor, and infiltrating into the measuring circuit, it induces a current being 
a source of errors. This effect is compounded if there are ferromagnetic components nearby, 
which form a magnetic circuit increasing this impact. Infiltration of interferences through an 
electromagnetic wave occurs when an appliance is a source of radio waves near the measuring 
system. The conductive components of the measuring system act as antennae, in which 
currents being the source of measurement errors are induced. 

2. Experimental Research 
The diagram of the measuring system applied in the tests is presented in Fig. 1. It is composed 
of a personal computer (PC) with an installed PCI 6221 data acquisition board by National 
Instruments and with the LabVIEW environment, of a stable source of reference voltage VREF, 
and of a ferromagnetic core FC ensuring the magnetic coupling of the measuring circuit with 
the source of interferences being the L-N-PE line powering the computer. The PC is powered 
from the 230 V 50 Hz grid through a system that ensures a magnetic coupling with the 
measuring circuit. The L-N powering conductors are coiled on the toroidal ferromagnetic core 
FC so that the created magnetic fluxes sum up. A conductor being a component of the 
measuring system, can be passed through the opening in the FC. The current powering the 

MEASUREMENT 2021, Proceedings of the 13th International Conference, Smolenice, Slovakia

215



computer contains a range of higher harmonics being a source of strong interferences, which 
infiltrate into the measuring system through magnetic coupling in the form of interference 
voltage VNOISE. The data acquisition board is connected to the computer via the PCI bus. A 
source of stable reference voltage VREF=+5V was connected to the AI0 analog input of the 
board. Measurements with a low level of interferences require placing the conductors that 
form the measuring circuit at least 1 m away from the conductors that power the computer. 
Measurements with a high level of interferences are achieved by passing the measuring circuit 
conductor through the opening in the FC. This causes an increase in the level of interferences 
in the form of a circa 300-times increase in the type A uncertainty. 

 
Fig. 1. Diagram of the measuring system applied in the tests. 

3. Uncertainty of Measurement 
The cause of the uncertainty of measurement result is that we do not know the exact value of 
the measurand [1]. This is because the results obtained in the process of direct measurement 
reveal errors in both the uncertainties of type A, which are the result of random effects and the 
uncertainties of type B, caused by systematic effects. According to the recommendations of an 
international document [1], the following notations and symbols will be adopted, corresponding 
to the parameters of probability distributions: 
- standard uncertainty of type A, calculated on the basis of observed scatter of the results of a 
series of measurements, which is equal to the estimator of the standard deviation for average: 
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- standard uncertainty of type B, equal to the standard deviation of the assumed distribution of 
apparatus errors. With the assumption that the apparatus errors have rectangular distribution 
within the limits of maximum error g∆± : 
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- combined standard uncertainty for a directly measured value, when the standard 
uncertainties of type A and type B are taken into consideration: 
 22

c BA uuu +=  (3) 
- expanded uncertainty: 
 ( ) cukU ⋅= α  (4) 
- ( )αk  is the coverage factor corresponding to the standardized variable of a given 
distribution. 
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4. Virtual Instrument 
In practice, virtual measuring instruments are often used for determining the value of measurement 
errors. Examples of such instruments are presented in the papers [2, 3, 4]. To determine errors and 
uncertainties of measurements in the system shown in Fig. 1, a virtual instrument was prepared in 
the LabVIEW environment, the front panel of which is presented in Fig. 2. The created application 
enables measurements of direct voltage in a series of a preset number n of samples, calculates the 
average value x , the measurement uncertainties uA, uB, uc, U, the board’s maximum error ∆g and 
performs additional statistical analysis of results [5]. Configuration parameters of the data 
acquisition board are indicated in the upper part of the panel. Actual values of the completed 
measurements are indicated in the middle part of the panel on the left side. Next to them, on the 
right side, the series of measurements used at the moment for averaging and determining all the 
other parameters is indicated. In the right window, average values of successive series of 
measurements are marked red in the chart, the range with the width of ±U is marked purple, and the 
range with the width of ±3σ is marked blue. 

 
Fig. 2. The panel of the virtual instrument prepared for the purposes of tests. 

The data enabling the calculation of the measurement uncertainties are entered to the software in the 
left bottom part of the panel in the green windows. The calculation results are indicated next to them 
in the middle part of the panel: average value (red field), the uncertainty of type A (blue field), the 
uncertainty of type B, combined uncertainty and maximum error of the ADC (pink colour) and 
expanded uncertainty (purple colour). The right part of the panel contains a chart presenting 
averaged results of measurements from successive series and additional statistical analysis of the 
results. The number of measurement series N, which will be subject to additional analysis, can be 
entered in the green field. Above all, the standard deviation for a single result s(xi) and the standard 
deviation of the average value ( )s x from successive measurement series are calculated. 
Theoretically, the ratio of these two values should be equal to the root of n of the averaged 
measurements [6]. The software makes it possible to verify this theoretical correlation based on 
measurements carried out in an actual system. 

5. Results 
Measurements were carried out with a low and a high level of interferences, each time for an 
increased number of measurements in the series with n = 2, 5, 10, 20, 50, 100, 200, 500, 1000. 
For each completed series of measurements, the software calculated type A uncertainty, type B 
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uncertainty and expanded uncertainty U. The obtained results are presented in charts in Fig. 3. In the 
case of measurements with a low level of interferences (Fig. 3a) and a low n value, type B 
uncertainty prevails but type A uncertainty is slightly lower, and its value is similar. However, type 
A uncertainty decreases much faster in line with the increase in n and constitutes merely circa 4% of 
type B uncertainty for n=1000. At the same time, however, expanded uncertainty U virtually does 
not change already for n≥200, so series of measurements that are longer than 200 measurements 
does not have a metrological justification. In the case of measurements with a high level of 
interferences (Fig. 3b), expanded uncertainty U increased circa 100-times. Type A uncertainty 
prevails in these measurements, and it is higher than type B uncertainty for low n by two orders of 
magnitude. This discrepancy decreases for higher n values but even for n=1000, type A uncertainty 
is higher than type B uncertainty by one order of magnitude. All uncertainties decrease in line with 
the increase in n and even with the change from n=500 to 1000 expanded uncertainty U decreases 
by 30% more. However, it is impossible to achieve an uncertainty that is comparable to the 
measurements with a low level of interferences. 

a)        b) 

 
Fig. 3. Type A uncertainty (blue), type B uncertainty (red) and expanded uncertainty U (green) as a function of the 

number of measurements n in a series for a low level of interferences (a) and a high level of interferences (b). 

6. Conclusions 
The tests reveal that in the case of a low level of interferences, type B uncertainty, arising from the 
data acquisition board accuracy, is the primary component of expanded uncertainty U. Type A 
uncertainty is considerably lower, and the tests confirm that it decreases in line with the theoretical 
correlation in proportion to the root of n of the averaged measurements, with series longer than 
n=200 not being justifiable. In the case of a high level of interferences, type A uncertainty becomes 
the primary component, while type B uncertainty remains virtually at the same level. In the case of a 
high level of interferences, an effective way to decrease uncertainty is also to increase the number of 
averaged measurements, even for n≥1000. 
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Abstract. We present the method and setup for determination and self-testing of atomic 
radiative constants: transition probabilities, oscillator strengths and natural lifetimes. We 
describe how it works in simple 4 level scheme, present our experimental setup, and 
preliminary results for As I branching fractions, and discuss some aspects of future 
development. This method can be valuable for analyzing the results from different 
experiments performed by various authors and methods without directly re-measuring them. 
For example, in astrophysics is very important to select correct oscillator strengths for 
evaluation element abundances in stars and interstellar media since inaccurate data lead to 
uncertainties in discrimination between different evaluation models. 
Keywords: Atomic Spectra, Emission, Absorption, Lifetimes, Experimental Methods.  

1. Introduction 
The applications which require accurate knowledge of oscillator strengths and lifetimes are 
the interpretation of astrophysical data, atmospheric physics, combustion, the modelling and 
diagnosis of thermonuclear plasmas, nonlinear optics, isotope separation and the development 
of new types of lasers. Precision measurements of oscillator strengths and lifetimes also 
provide stringent tests of atomic structure calculations. These quantities are very sensitive to 
the wave functions and the approximations used, particularly in cases where electron 
correlations and relativistic effects are significant. They provide experimental tests of 
fundamental theory, such as quantum electrodynamic corrections and the non-conservation of 
parity predicted. Despite the wide range of interests, only very few oscillator strengths and 
lifetimes are known for the highest accuracy. [1]  
In astrophysics, the need for atomic line data from the ultraviolet (UV) to the infrared (IR) 
regions is greater now than ever. In the past twenty years, since the Hubble Space Telescope 
launch, significant progress has been made in acquiring atomic data for UV transitions. The 
optical wavelength region, now expanded by progress in detector technology, continues to 
motivate new atomic data. In addition, investments in new instrumentation for ground-based 
and space observatories have led to the availability of high-quality infrared spectra, where the 
need for atomic data is most critical. [2] 

2. Subject and Methods 
The method where relative atomic oscillator strengths f, and transition probabilities A are 
measured in absorption and emission and combined in one set was already introduced by 
Ladenburg in 1933 [3]. The absolute scale was obtained from absorption data, and lifetime τ 
was calculated as an inverse result from all transition probabilities for all lines from this 
excited state. This method is demonstrated in Fig. 1. In the atom with two excited levels, u 
and v, and two levels l and i, with ground electron configuration, only 4 transitions can  
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Fig. 1. 4 level scheme and the corresponding equations for the relative absorption and emission and 
lifetime measurements.  

be observed in emission and absorption spectra. All equations between different transition 
probabilities oscillator strengths and lifetimes are given in frame on the right side. The first 
four equations describe the lifetime and branching fraction measurements. From them, four 
transition probabilities can be calculated. The last four equations describe the "bow ties" 
experiment, and four relative transition probabilities can be calculated. As a result, we have 
two independent systems of equations with two independent solutions for four transition 
probabilities. The solutions have to be the same for both systems. If it not so, then some of the 
experiment has not performed correctly. It is the internal test for the method.  
Absorption measurements have been discontinued for the last few decades despite the 
available method developed and demonstrated on Ti II [4]. We have developed lifetime 
measurement techniques and applied them by using selective laser excitation on S I [5,6]. 
Experimental sett-up. We use the slightly modified setup from one used in our bow ties 
measurements for Te I [8]. The key element in our experiment is the source atomic spectral 
lines is radio frequency inductively coupled plasma (RF-ICP) discharge, see Fig. 2. The lamp 
bulb was placed inside the coil of the generator, and the plasma discharge was powered by 50 
MHz frequency of RF generator with an external voltage supply. Both: a lamp and a generator 
are manufactured in our lab. The light from the (RF-ICP) lamp is collected on the entrance slit 
of monochromator SPM-2 (Carl-Zeiss Jena), allowing high spectral resolution in the 200-300 
nm range. The application of this SPM-2 allows us to work using a reasonably opened slit in 
the case of very weak signals from the light source. Intensity of individual  

 
Fig. 2. Schematic of the experimental setup for emission and absorption measurements of relative 

oscillator strengths.  

spectral lines was detected using photomultiplier tube PMT 39A attached at the exit slit of the 
monochromator. The photocurrent was amplified and measured using the voltmeter. The 

flu = 1.5 × (gu/gu) λ2Aul × 10-18   
λ is the wavelength in nanometers  
gu and gl are the statistical weights  
 
Aul + Aui = 1/ τu lifetime measurement for u 
Avl + Avi = 1/ τv lifetime measurement for v 
Aul / Aui = branching factors for u  
Avl / Avi = branching factors for v 
Aul / Avl = absorption ratio for l 
Aui / Avi = absorption ratio for i 
 

 

u 

l 

v 

i 
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calibration of the spectral response of this system was performed using both: a hydrogen lamp 
and a deuterium lamp. The calibration error has estimated not to exceed 15% in area 190-300 
nm. The above described part is used for branching ratio measurements. 
For absorption measurements, the equipment is supplemented with an absorption cell, which 
is placed in between SPM-2 and RF-ICP source. The absorption cell is placed in a furnace as 
many elements need to be heated up to reach the concentrations of atoms or molecules 
required for absorption. For the population of the atomic metastable states with the ground 
electron configuration, the photo-dissociation of molecules rather than heating gives more 
relevant results. Excimer laser 248 nm pulse can be sent into absorption cell  
with the help of special mirror coated for 248 nm reflection at 45-degree angle. If absorption 
for metastable states is investigated in pulse mode, the records must be performed on 
oscilloscope in few milisecond time frame.  
 

3. Results and Discussion 
We have demonstrated experimental setup for bow ties measurements in UV spectral region. 
And we are presenting the branching fraction measurements for 21 As I spectral line between 
7 levels of 4p25s electron configuration and 5 levels of ground 4p3 electron configuration. 

Tab.1 Branching fractions for Arsenic 4p25s-4p3 transitions 

Transition Λ, nm Our data [8] [9] DV [9] DL 
4P1/2    -4So

3/2 197.262 0.94 (1)* 0.907 0.904 0.939 
         -2Do

3/2 249.294 0.057 (6) 0.0538 0.0815 0.0552 
          -2Po

1/2 307.531 0.0016 (2) 0.0342 0.00831 0.00208 
          -2Po

3/2 311.959 0.0024 (3) 0.0049 0.00676 0.00330 
4P3/2    -4So

3/2 193.759 0.94 (1) 0.941 0.926 0.950 
         -2Do

3/2 243.723 0.010 (1) 0.00722 0.00893 0.00892 
         -2Do

5/2 245.653 0.043 (5) 0.0314 0.0488 0.0346 
         -2Po

1/2 299.098 0.00093 (10) 0.0046 0.00297 0.00132 
         -2Po

3/2 303.285 0.0039 (4) 0.015 0.0136 0.00460 
4P5/2   -4So

3/2 189.043 0.98 (1) 0.985 0.975 0.977 
        -2Do

3/2 236.304 0.00077 (15) 0.00077 0.00109 0.000742 
        -2Do

5/2 238.118 0.020 (2) 0.013 0.0236 0.0222 
        -2Po

3/2 291.882 0.00005 (1) . 0.000082 0.000028 
2P1/2  -4So

3/2 188.196 0.015 (5) 0.025 0.0057 0.0142 
        -2Do

3/2 234.984 0.87 (4) 0.804 0.757 0.816 
        -2Po

1/2 286.043 0.095 (10) 0.143 0.197 0.145 
        -2Po

3/2 289.870 0.017 (3) 0.0275 0.0403 0.0260 
2P3/2  -4So

3/2 183.174 0.011 (3) 0.0164 0.00305 0.00984 
        -2Do

3/2 227.136 0.0051 (5) 0.00342 0.00104 0.00157 
        -2Do

5/2 228.812 0.79 (4) 0.684 0.627 0.718 
        -2Po

1/2 274.500 0.046 (5) 0.059 0.0815 0.0679 
        -2Po

3/2 278.022 0.15(2) 0.236 0.260 0.204 
2D5/2 -4So

3/2 164.432 /0.0053/  0.00430 0.00664 
        -2Do

3/2 199.113 0.11(2) 0.090 0.1046 0.0973 
        -2Do

5/2 200.335 0.79 (6) 0.813 0.716 0.765 
        -2Po

3/2 237.077 0.10 (1) 0.0964 0.175 0.133 
2D3/2 -4So

3/2 164.379 /0.0013/  0.00086 0.00171 
        -2Do

3/2 199.035 0.78 (4) 0.778 0.632 0.686 
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        -2Do
5/2 200.255 0.016 (2) 0.142 0.00921 0.0172 

        -2Po
1/2 234.402 0.061 (7) 0.0668 0.134 0.110 

        -2Po
3/2 236.966 0.14 (2) 0.141 0.225 0.186 

* 0.94 (1) means 0.94 ± 0.01 

There is difference in between branching fraction data especially to the higher metastable 
states 4p3 2Po

 1/2 and 2Po
 3/2. Two independent lifetime measurements has been performed for 

As I 4p25s excited states with beam foil [10] and laser [11] excitation. We see that absorption 
measurements and realization of ”bow ties” could give us more clearance in oscillator 
strengths and lifetime data for neutral arsenic.  
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Abstract. The task of minimizing the lateral radiation level of a linear uniform amplitude array 
with a uniform amplitude distribution using the space-tapered allocation of its elements is 
considered. It is demonstrated that the use of the evolutionary method of parametric 
optimization makes it possible to find the coordinates of isotropic elements of the array 
providing the minimum values of the maximum level of the side lobes in the radiation pattern. 
The search for the different values of the number of elements as well as for the length of the 
array is performed. The dependences of the potentially attainable side lobe level upon the 
number of array elements are obtained for the different values of the array sparseness. 
Keywords: Nonuniformly-Filled Array, Sparseness, Optimization, Lateral Radiation, Side Lobe 
Level, Beam Expansion Factor 

1. Introduction 
Increasing the directivity of the antenna array by reducing the lateral radiation level is an urgent 
task of antenna technology since it can lead to the improved noise immunity of the radio system. 
With a decrease in the side lobe level (SLL) of the directional pattern with respect to the main 
beam, the antenna becomes less sensitive to the interferences arriving in directions outside the 
main beam of the directional pattern. Reducing the level of interferences, in turn, helps to 
increase the radio system capacity. 
The drop of the side lobes of the directional pattern in the case when the width of the main beam 
is specified can be achieved not only by implementing a special amplitude distribution over the 
uniformly-spaced array mouth, but also by the optimal allocation of the elements within a 
nonuniformly-filled array [1]. Of particular interest is the SLL minimization under a uniform 
amplitude distribution of the field over the array mouth, that is, when the array includes the 
emitter elements with the same gain, and the variation of their gain is extremely undesirable. 
The task of minimizing the lateral radiation of arrays by means of space-tapered allocation of 
elements has been considered in many studies (see, for example, [2], [3]). Most of the 
researches focus on the new algorithms or their high-speed modifications designed to optimize 
the directional pattern of nonuniformly-filled arrays. At the same time, there are very little data 
in the prominent papers on the limit values of the lateral radiation levels of nonuniformly-filled 
arrays, including those with an equal-amplitude field distribution over the mouth. 
The purpose of the paper is to find the minimum possible values for the maximum levels of the 
side lobes of the linear nonuniformly-filled array directional pattern for the case when the 
number of the isotropic elements of such array varies as well as its length. At the same time, 
the amplitude field distribution over the mouth remains uniform. 
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2. The Problem Statement and Mathematical Formalization 
One begins with presupposing that the elements of the linear array are isotropic and the total 
number of array elements is equal to N. The space between k-th and (k + 1) -th elements is 
assumed to be equal to dk (Fig. 1). Then the coordinate of the k-th array element is determined 
as 

 ∑
−

=
=

1

1

k

i
ik dx ,      Nk ,1= . (1) 

In addition, one considers that the elements are allocated strictly symmetrically relative to the 
array center. Under this condition, the ranges between the emitters with the numbers 

1,,12 −+= NNk   allocated to the right of the array center are identical to the ranges 
between the emitters with the numbers 12,,1 −= Nk   allocated to the left of the center  

(Fig. 1) so that 

 kNk dd −= ,      12,1 −= Nk .  
The minimum range between elements is limited by the initially set value mind . The limitation 
of the ranges kd  is related to the need for the technical implementation of the power supply 
circuit of the elements, as well as for the reduction of the electromagnetic interaction of the 
elements. 

Let the array length be fixed and equal to ( )1−µλ= NL , where μ is a specified array sparseness 
coefficient that is equal to the ratio of the spacing ed  of the uniformly-spaced array of the same 
length ( )1−= NdL e  to the wavelength λ. 

The unknown quantities are the ranges kd , 2,1 Nk =  between the elements of the array. It 

should be noted that only such ranges as kd , 2,1 Nk =  satisfy the solution of the task under 
which the maximum SLL of the amplitude directional pattern of the array takes a minimum 
value. 
Since the emitting elements of the array are isotropic, then, to calculate the complex directional 
pattern of the array ( )Θf , the following formula for the array factor should be applied [1]: 

 ( ) ( ) ( )∑
=

ΘΦ−=Θ
N

k
kkk jkxjAf

1
sinexpexp . (2) 

It is considered that the emission wavelength λ is set and determines the wave number of the 
free space λπ= 2k . The observation angle Θ is measured from the normal to the array mouth 
clockwise (Fig. 1). The amplitude and phase field distributions over the mouth are uniform so 
that the amplitudes kA  and the initial phases kΦ  of the currents (fields) at any of the k-th array 
element are the same ( AAk = , Φ=Φk ). 

 

 1             2          3        4       ...       k          k+1   ...       N 

x 
Θ dk d1 d2 

z 

... 

 
Fig. 1. Model geometry of the nonuniformly-filled array. 
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As an objective function, the minimum of which must be achieved during optimization, the 
dependence of the maximum level of the side lobes of the normalized directional pattern in dB 
upon the ranges kd  between the array elements is taken. When calculating the current value of 
the objective function, the coordinates of the array elements are determined according to (1), 
and then the complex directional pattern ( )Θf  of the array is calculated using (2). At the next 
step, the amplitude directional pattern ( )Θf  is determined and then normalized  

( ( ) ( ) ( )ΘΘ=Θ ffF max ). The maximum SLL ξ is determined in dB by the normalized 
amplitude directional pattern ( )ΘF . 

It is important that in the process of searching for the desired ranges kd  that provide the 
minimum value of the maximum SLL, the values kx  of the coordinates of the elements do not 
go beyond the limits of the physically realizable values. For this purpose, a penalty function of 
the exponential type is introduced. If the coordinate of any element leaves the area of the 
positive values or exceeds the array length, then the penalty function takes a positive value and 
it is the greater the more the coordinate is deviating from the realizable values. In a similar way, 
the restriction on the minimum value mind  for the ranges kd  ( kdd ≤min ) is imposed. The final 
objective function is formed, taking into account the penalty functions. During the numerical 
implementation of the parametric optimization, a modification of the genetic algorithm is used, 
as it provides a confirmed efficiency in solving optimization problems involving a large number 
of variables [4]. 

3. The Results of the Problem Solution 
Below there are presented the minimum values of the maximum SLL of the directional pattern 
for the nonuniformly-filled arrays with the different values of the sparseness coefficient  

( 7.0,6.0,5.0=µ ) and the number of elements ( 20,,6,4 =N ) obtained as a result of the 
numerical optimization under the minimum range between the emitters set equal to 4min λ=d . 

In Fig. 2, one can see the found minimum values of the maximum SLL ξ in dB provided by the 
optimization of the allocation of the array elements. These values are presented as a family of 
dependences upon the number N of elements. The dashed line shows the dependence of the 
maximum SLL upon N for the case of a uniformly-spaced array. It follows from Fig. 2 that the 
gain in the level of lateral radiation due to the nonuniform allocation of elements increases with 
their number N, and it becomes even greater the lower is the sparseness coefficient μ. In 
particular, if 10=N , then the gain is 4.7 dB (for 7.0=µ ), 6.0 dB (for 6.0=µ ) and 6.7 dB (for 

5.0=µ ), while if 20=N , then one gets 6.6, 8.9 and 10.5 dB, respectively. It should be noted 
that the obtained dependences ( )Nξ  generally have an oscillating form, and the larger is the 
array sparseness, the smaller is the characteristic oscillation interval of ( )Nξ . 

It is revealed that when minimizing the lateral radiation of the nonuniformly-filled array, the 
main beam of its directional pattern expands in comparison with the directional pattern of a 
uniformly-spaced array of equal length. The relative values of the expansion coefficient of the 
directional pattern main beam ( ebK ) determined by the "minus" 3 dB level, while the arrays 
are optimized by minimizing SLL, are shown in Fig. 3. It follows from Fig. 3 that the more 
elements are included in the array and, accordingly, the greater is the gain in SLL, the greater 
does appear the expansion of the main beam. However, for all the cases that are considered in 
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our study ( 5.0≥µ , 20≤N ), the value of ebK  does not exceed 13%, as it can be seen from Fig. 
3. 
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Fig. 2. Potentially attainable levels of lateral 

radiation of the equal-amplitude non-
uniformly-filled array with dmin = λ/4 and 
different degrees of sparseness. 
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Fig. 3. Expansion coefficient of the directional 

pattern main beam of the nonuniformly-
filled array with a potentially attainable level 
of lateral radiation. 

It is also important that the value of ebK  can be reduced by introducing an additional restrictive 
condition for the kd  search. And that would obviously lead to some increase in the minimum 
values of the maximum SLL. 

4. Conclusion 
Using the above results, for different values of the number of elements and the degree of 
sparseness, the maximum achievable levels of lateral radiation of a linear equal-amplitude 
nonuniformly-filled array can be found analytically. The obtained data can be used for potential 
estimation of the directional properties of the designed equal-amplitude arrays. 
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Minimalization of a TEM CELL 
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Abstract. Several papers have been published by the team of authors from the Institute of 
Electrical Engineering, FEI STU, about designing a TEM CELL for measuring purposes. In 
this paper, you can find a description of designing a TEM CELL for a specified frequency range 
based on the formulas specified in the middle 90s. Afterwards, it will be described how you can 
minimize the design if you need just one port and you have specified absolute dimensions of the 
object placed into the TEM CELL. The frequency-dependent results of CADFEKO simulations 
of VSWR and characteristic impedance can be found in this paper too. 
Keywords: TEM CELL, EM Field Generator, MEMS Sensor Case 

1. Introduction 
The TEM CELL is a device, which creates a homogeneous EM field inside of the TEM CELL. 
It can be used for measuring the EM properties of the object placed into the cell. In our case, 
we use a TEM CELL for measuring physical quantities (e.g. force, distance, pressure) by 
placing a MEMS structure into the cell. To design a suitable TEM CELL, we must define all 
necessary input values and criterion. After the first design and its simulation in CADFEKO, we 
continue with minimalization of TEM CELL by reshaping its box and microstrip. 

2. Theoretical Design of a TEM CELL 
Firstly, we need to inspect the MEMS structure and its characteristic properties. To assure non-
connection of conductive parts between MEMS and conductive parts of TEM CELL, we have 
set adapted MEMS dimensions (real value with reserve) for the calculations (length  
lLC = 60 mm, height hLC = 12,5 mm and width wLC = 6 mm). The working frequency of MEMS 
is from 115 MHz up to 155 MHz [1]. We decided to set the working frequency range of TEM 
CELL fTC from 100 MHz to 170 MHz (MEMS frequency range with reserve). The characteristic 
impedance of TEM CELL ZTC must be adapted to the characteristic impedance of feeder (in our 
case a voltage-controlled oscillator – VCO). Therefore we set the characteristic impedance of 
TEM CELL ZTC = 50 Ω. 
All of the necessary values for the design are known, we can continue with the calculations of 
TEM CELL dimensions. TEM CELL consists of a box and a microstrip. The length of the 
microstrip is set by the designer (in our case L = lLC = 60 mm), but width is calculated. For 
calculation of the width dimension, we will use formula (1) (firstly presented in the US Patented 
paper – Transverse Electromagnetic Cell) [2]. In this formula, we can find value b, which 
represents the height and width of the box. The microstrip is in the middle of TEM CELL.  
We are placing our MEMS structure on a plastic foil, which is placed directly on the microstrip. 
Therefore, the height of TEM CELL is twice the height of the MEMS structure (b = 25 mm). 
The inside environment of TEM CELL is air, which relative permittivity is defined by εr = 
1,00054. Boundary capacity for a square-shaped TEM CELL is defined Cf´ = 0,087 pF/cm (1). 
The last value needed is the thickness of the microstrip. The easiest way to construct a 
microstrip is by CNC drilling into a printed circuit board (PCB). The thickness of the copper 
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layer in PCB is t = 35 µm, and the thickness of cuprexide is hPCB = 1,4 mm. Adding all necessary 
values into formula 1, we get the width of the microstrip. 

 𝑤𝑤 =
�94,15 − 𝑍𝑍𝑇𝑇𝑇𝑇 ∗ √𝜀𝜀𝑟𝑟 ∗

𝐶𝐶𝑓𝑓´
0,0885 ∗ 𝜀𝜀𝑟𝑟

� ∗ 𝑏𝑏 ∗ �1 − 𝑡𝑡
𝑏𝑏�

𝑍𝑍𝑇𝑇𝑇𝑇 ∗ √𝜀𝜀𝑟𝑟
= 22,467 𝑚𝑚𝑚𝑚 (1) 

Before we can construct our cell, we need to set some more dimensions. As we know, both ends 
of a TEM CELL have a pyramidal shape. The cell will be connected to the generator by an 
SMA cable. The width dimension of the top square of the pyramidal shape is defined by the 
SMA connector wSMA = 12,7 mm. The height of this pyramidal shape is the same as the 
calculated width of microstrip w = 22,467 mm. The gap between the microstrip and the box is 
set to M = 1 mm. 
The final device consists of TEM CELL and MEMS structure, which will be influenced by 
measured force. The microstrip must be stable without any movement. Therefore, we have 
decided to place under strip solid PVC material. The height of this material is defined by 
formula (2). The final dimensioned shape is presented in Fig. 1. 

 𝐻𝐻𝑃𝑃𝑃𝑃𝑇𝑇 =
𝑏𝑏
2
− ℎ𝐷𝐷𝑃𝑃𝐷𝐷 =

25 ∗ 10−3

2
− 1,4 ∗ 10−3 𝑚𝑚 = 11,1 𝑚𝑚𝑚𝑚 (2) 

 
Fig. 1 Dimensioned shape of TEM CELL design no.1, left– top view of TEM CELL; right – side view of TEM 

CELL (purple – cuprexide, orange – copper, yellow – PVC). 

After designing the shape, we can continue with the numerical simulation in CADFEKO 
environment. We will inspect the voltage standing wave ratio (VSWR) and characteristic 
impedance ZTC frequency dependence of TEM CELL. We will feed the cell from the port 
located on one side and to the port on the other side, we will place a resistant load. The load is 
defined by the characteristic impedance ZTC of the whole design R0 = 50 Ω. The frequency range 
for the simulation was already mentioned, and it is fTC = 100 – 170 MHz.  
Based on the results of design 1, we can conclude that the designed shape has very good 
properties (see Fig. 5). The deviation in the characteristic impedance of TEM CELL is around 
3 Ω, and the deviation in VSWR is around 0,07. These results tell us that the cell with designed 
dimensions is almost frequency independent in our frequency range.  
This paper aims to design a TEM CELL with very similar properties but with extraordinary 
shape.  

3. Minimalization of Symmetric TEM CELL 
To minimalize the design, we need to find any possible optimizations. On one side of the TEM 
CELL, we are placing an SMA resistant load. If we solder at the end of the microstrip an SMD 
resistor, we don’t need the whole pyramidal shape with an SMA connector on one side of the 
cell. We just need to add free space between the edge of TEM CELL and microstrip. The free 
space MSMD is defined by the dimensions of an SMD1206 package and some reserve  
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to MSMD = 3 mm.  
Another minimalization can be done by lowering the microstrip from the middle position. It 
can be done by lowering the height of the solid PVC material. Firstly, we need to find out what 
is the maximal value x, that we can lower the height of PVC. In symmetric shape, we know that 
the SMA connector is placed directly in the middle of the pyramidal shape. The space between 
the bottom edge of the SMA connector and the bottom of TEM CELL is the maximal height x, 
that we can lower the PVC layer. It is defined by formula (3). 

  𝑥𝑥 =
𝑏𝑏 − ℎ𝐷𝐷𝑆𝑆𝑆𝑆

2
=

25 ∗ 10−3 − 12,7 ∗ 10−3

2
 𝑚𝑚 = 6,15 𝑚𝑚𝑚𝑚 (3) 

Because we are lowering not only the PVC layer but also the height of TEM CELL, the 
minimized height b is following: 

 𝑏𝑏 = 25 ∗ 10−3 − 6,15 ∗ 10−3 𝑚𝑚 = 18,85 𝑚𝑚𝑚𝑚 (4) 

We have changed the height of TEM CELL, but the space over the microstrip is still wide 
enough for inserting the MEMS structure. Because we have changed the b parameter (height 
and width of TEM CELL), recalculating the width parameter of microstrip with formula (1) we 
get  
w = 16,93 mm. The redesigned dimensioned shape can be found in Fig. 2. The results of the 
simulation of VSWR and ZTC dependence can be found in Fig. 5. 

 
Fig. 2 Redesigned dimensioned shape of TEM CELL design no. 2; left– top view of TEM CELL; right – side view 

of TEM CELL (purple – cuprexide, orange – copper, yellow – PVC). 

As we can see, the results are different comparing to the first design. The characteristic 
impedance is shifted higher for about 17 Ω, and the VSWR curve shape is more linear, however 
more distant from the ideal value (VSWR = 1). Based on this conclusion, we decided to reduce 
the value of resistor R0 from 50 Ω to 33 Ω. The results of simulation no. 2 with 33 Ω load R0 
are presented in Fig. 5. 
The results are still not appropriate comparing to the first symmetric design. To find out where 
are other possible options for minimalization, we decided to simulate the current distribution 
through the microstrip and the nearfield in TEM CELL. 

 
Fig. 3 Simulation of design no. 2 with changed load; left – current distribution in TEM CELL; right – nearfield  

1 mm over the microstrip. 
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Based on the results, we decided to cut the microstrip into 5 different strips leaving the same width 
w = 16,93 mm. The boundary strips (1,5) are W1,5 = 1 mm wide, center strip (3) is W3 = 3 mm wide 
and middle strips (2,4) are w2,4 = 2 mm wide. Gaps MP between strips are evenly distributed.  

 
Fig. 4 Design of microstrip placed into TEM CELL, design no. 3. 

To spread current into every strip, we need to place the load at the end of every strip without 
changing the 50 Ω characteristic impedance. Placing 5 separate SMD resistors at the ends of strips 
creates a parallel resistor connection (defined by formula (5). To spread current equally, we decided 
to set every load to the same value. By adjusting formula (5), we get the value for all 5 resistors R1-

5 = 250 Ω (6). As we can see in Fig. 5, the last design no. 3 has almost the same properties as the 
first one. 

 
Fig. 5 Simulation results of characteristic impedance ZTC (left) and VSWR (right) of all TEM 
CELL designs. 

 𝑅𝑅0 =
𝑅𝑅1 + 𝑅𝑅2 + 𝑅𝑅3 + 𝑅𝑅4 + 𝑅𝑅5

5  (5) 

 𝑅𝑅1−5 = 𝑅𝑅0 ∗ 5 = 50 ∗ 5 = 250 Ω (6) 

4. Conclusions 

To create a competitive sensor for the industry segment, we need to follow current trends. One of 
them is minimalization with the preservation of previous characteristic properties. We created a 
final design with very common results by continuous adjustments, compared to the first design, 
which was created by a patented template. With the last design, our team will continue in research 
by constructing it and measuring its properties. 
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Abstract. The article deals with the new Large Antenna System (AS) diagnostics method at  
VHF / UHF range in the air during scattering from the AS. This method is based on comparing 
the calculated radiation pattern of AS, as an array of unified segments, in the fully functional 
state with the calculated radiation pattern of AS generated in a state of malfunction caused by 
faulty segments. Based on results, it is possible to determine a faulty segment by doing a single 
measurement of the horizontal radiation pattern of AS.  
Keywords: Numerical Modeling, Large Antenna Systems Diagnostics, FEKO, Radiation 
Pattern.  

1. Introduction 
Radiation pattern measurements of large antenna systems in VHF/UHF ranges are key 
measurements in determining a satisfactory functionality of said AS. These measurements can 
be performed in many ways. However, the most popular technique is the measurement using 
an aerial vehicle. A helicopter or a UAV (Unmanned aerial vehicle) is best suited for the 
successful accomplishment of necessary measurements. A few different flights have to be 
performed in order to determine a suitable distance and height for sufficient data collection. 
After conditions have been met, the horizontal and vertical flight patterns are performed to 
obtain data for determining horizontal and vertical radiation pattern. The minimum flight 
distance requirements have to be maintained. The minimum distance where AS appears as a 
single antenna is one such requirement. Therefore it is difficult to determine defective segments 
if AS consists of multiple segments. Another measurement has to be performed in order to 
determine faulty segments. Segments are methodically being turned off, and VSWR(Voltage 
Standing Wave Ratio) of AS is being measured to determine which segment is not working 
properly. This procedure is very time and resource consuming, given that the outage has to be 
planned in advance, and for the duration of the diagnostic measurement, the AS disconnected. 
This paper proposes a simplification of faulty segment diagnostics. By comparing a simulated 
radiation pattern with the one given by measurements, the faulty segment can be identified and 
subsequently replaced with a new one. This significantly lowers the time AS is in an outage 
state since this new diagnostic method can be performed while the AS is radiating and has to 
be outed only during maintenance. 

2. Subject and Methods 

Segment evaluation 
Currently, most antenna systems are consisting of a number of unified segments, creating an 
antenna array. These segments are supplied in a way to create a desired radiation pattern of the 
system. Chosen UHF DTV antenna system is consisting of vertically polarised sector antennas 
designed specifically for this use. Every segment has to meet the requirements set by technical 
documentation for an array to work correctly. Evaluation of these segments is key for proper 
simulation in the simulation tool. Few measurements have been performed to set the basis for 
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the simulation model and verify parameters stated in technical documentation. Measurements 
of impedance and VSWR have been performed in an outside environment. Measurements of 
radiation pattern have been performed in a semi-anechoic chamber. 

 

 

 

Fig. 1. Sector antenna as a single segment [1]. Fig. 2. Horizontal and vertical radiation pattern of 
the segment at mid band [1]. 

Evaluated Antenna System 
Antenna System chosen for evaluation consists of twelve segments mentioned above. Segments 
are connected via a phased feeder line and mounted on a column in sets of fours, called bays, 
in such a way that they cover four sectors - effectively creating an all directional AS. 

 
 

Fig. 3. Position of segments on AS [1]. Fig. 4. Phase and amplitude distribution among 
segments [1]. 

As we can see in Figure 3, segments in a bay are supplied by signal of the same amplitude and 
phase, however, different bays differ in phase and amplitude amongst each bay. This 
accomplishes desired radiation pattern of the AS as a whole. 

Simulation and Diagnostics 
In this section, we will try to describe a simulation of the radiation pattern of chosen AS. The 
simulation tool used in this article is the licenced 32-bit version Altair FEKO. It is a software 
suite intended for the analysis of a wide range of electromagnetic problems, mainly antennas, 
using Method of Moments (MOM). During simulation, we will rely on the fact that any change 
in segment configuration, physical or electrical, will result in a change of radiation pattern of 
the array. First, a fully functional system of unified segments was simulated. To simulate a 
segment failure, the phased 3D model of the segment in AS was left out, and results were 
evaluated to detect any changes in the radiation pattern of the AS. 
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Fig. 5. Horizontal pattern of the unified segment. Fig. 6. Vertical pattern of the unified segment. 

The unified segment has been simulated at a frequency of 506 MHz, as it is one of the suggested 
operating frequencies of the AS. With the data from the simulation, the AS was designed 
accordingly to the topology described in Fig 3 and Fig 4, so the behaviour of a fully functional 
system can be observed. Once the radiation pattern of fully functional AS has been obtained to 
use as a reference, segments can be turned off to simulate a failure.  

  

Fig. 7. Radiation pattern of fully functional antenna 
system. 

Fig. 8. Radiation pattern of antenna system with 
faulty segment D1. 

  

Fig. 9. Radiation pattern of antenna system with 
faulty segment D2. 

Fig. 10. Radiation pattern of antenna system with 
faulty segment D3. 
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The segments were being turned off one by one to see any changes in the radiation pattern. As 
we can see in Fig. 8 – 10, as each of the segments in a branch is being turned off, the radiation 
pattern changes significantly. The radiation pattern of the AS changes accordingly to what 
segment has been turned off. Therefore it is possible to tell exactly which segment is 
experiencing a failure without any additional measurements, or in this case simulations. Since 
the AS is symmetrical to all four quadrants, changes in remaining branches A, B, C respectively 
will result in similar changes in radiation pattern angled accordingly to which branch is 
experiencing a failure. 

3. Results 
By simulating the AS consisted of specialized unified segments, it has been prooved that 
diagnostics of faulty segments using only radiation pattern measurements is possible and with 
sufficient equipment realizable. 

4. Conclusions 
We have proposed a method of faulty segment diagnostics using only radiation pattern 
measurements. Thanks to this method, it is possible to merge faulty segment diagnostics and 
radiation pattern measurement, eliminating faulty segment diagnostics using VSWR 
measurement, during which the antenna cannot be radiating. Therefore it is possible to limit the 
time AS is in an outage state only to the time needed for maintenance/faulty segment 
replacements. This method is appliable to AS of any size with any number of segments, making 
this method versatile for many scattering systems. However, radiation patterns used as a 
reference have to be simulated in advance and thorough knowledge of unified segments and AS 
is needed for simulation to be accurate. Moreover, sufficient and accurate equipment operated 
by properly educated or trained personnel is necessary for measurements to be performed 
successfully. 
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Abstract. The current workplace for measuring magnetization curves uses an analog 
fluxmeter in which small closed samples have an undesirable effect on its lowest input 
resistance at the lowest ranges. When measuring a quasi-static hysteresis loop, this small 
input resistance limits our maximum sensitivity because the measuring winding resistance 
affects the constant of the analog fluxmeter. At higher frequencies, the inherent inductance of 
the measuring winding is signifying, which limits the area of integration of the fluxmeter into 
the order of kHz units. Both of these undesirable properties can be eliminated with a high-
quality automatic-zero separator amplifier.  
Keywords: Hysteresis Loop, Analog Fluxmeter, Automatic Zero Operational Amplifier, Input 
Noise Measurement 

1. Introduction 
Standard methods of measuring material magnetic properties provide the best results with a 
toroidal coil [1], [2], [5]. This coil has two windings: The first winding N1 is used for 
magnetization, and the second winding N2 for measurement. Both the windings are wound 
around the entire core, [3]. For the measurement, the applied winding is placed close to the 
core of the coil (see Fig. 2).  
The magnetization winding produces the requested magnetic field strength H in the core of 
the coil. Consequently, the voltage obtained from the measurement winding is given by the 
following equation: 

 






−⋅⋅=






 Φ
−⋅=

dt
dBSN

dt
dNtu Z222 )( , (1) 

Fig. 1 shows a diagram of the measurement workspace of the static and dynamic hysteresis 
loops. Voltage u4(t) represents the current through winding N1 and is connected to the 
oscilloscope together with the electronic fluxmeter output voltage u3(t). The static and 
dynamic hysteresis loop is measured by means of oscilloscope PicoScope 5242A.  

 
Fig. 1. A block scheme of the measurement method. 
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Fig. 2. An equivalent schematic of the toroidal coil with the inverting integrator [1]. 

In work [1], it was derived that the UTEE fluxmeter in common samples without a separation 
amplifier works up to 4 kHz. However, if we use an isolation amplifier and eliminate the 
influence of the inductance Lr of the measuring winding, then with the UTEE fluxmeter we 
will be able to measure up to 100 kHz. 

2. The Block Design of the Amplifier 
As shown in Fig. 3, the entire preamplifier will consist of three main blocks. The first part 
will be the discrete instrumentation amplifier "A". Discrete instrumentation amplifier contains 
two voltage followers and a differential amplifier. It will serve for impedance separation of 
measuring coils. This will not affect the gain of the input amplifier due to the change in 
impedance of the measuring coil with frequency. The input also boosts the voltage to reduce 
noise in other parts of the preamplifier. Letter A in every block and numbers in brackets 
denotes largeness of amplification. 

 
Fig. 3. Block diagram of the device. 

The following two amplifiers, "B" and "C", are the main part of the device and amplify the 
voltage from the instrument input. Another block is a differential amplifier. The use of a 
differential amplifier is very advantageous here since this connection allows suppression of 
common interference. The output voltage is equal to the input voltage difference. The 
differential gain will be ten. The following two blocks are the same. Both amplifiers are 
inverting and can be individually adjusted for each amplification step. The voltage offset can 
be manually reset because neither automatic zero-compensation is not perfect, and the 
soldered connections can generate thermoelectric voltages, which must also be compensated. 
If the amplification of the amplifier "B" is sufficient, it is possible to take the amplified signal 
directly from the output "A" • "B". For very low voltages, the resulting gain is given by the 
amplification product of amplifiers "A", "B" and "C". In order to be able to control the 
amplifier by means of a control panel, the switching relays are connected via a transistor array 
to the rear connector of the amplifier. By applying a control voltage to a given pin of the 
connector, it is possible to switch the corresponding relay [4]. The whole device is powered 
by batteries to reduce the effects of line interference. 
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3. Choose Operational Amplifier 
The main component of the preamplifier is an operational amplifier. Depending on the 
requirements, it was necessary to select suitable OA's. The most important criteria were the 
lowest offset and temperature drift. From a plethora of manufacturers were selected several 
OA's, which had very good parameters. All selected operational amplifiers have automatic-
zero offset compensation, but the disadvantage is the higher noise voltage. However, zero 
offset was the main requirement for selection. The OA LMP2021 was used in the 
construction. In Table 1 selected types are listed, all parameters are from datasheets. 

Table 1. Suitable auto-zero operational amplifiers, where is A0 open loop gain, GPB Gain-bandwidth 
product, S slew-rate, UOS input offset voltage, ΔUOS/ΔT offset voltage drift with temperature, IB 
input bias current, RD input resistance in differential mode, uN voltage noise density. 

 
A0 GBP S UOS ∆𝐔𝐔𝐎𝐎𝐎𝐎

∆𝐓𝐓
 IB RD uN 

[dB] [MHz] [V/µs] [µV] [µV/°C] [pA] [MΩ] [nV/√Hz] 

LMP2021 150 5 2,5 -0,9 0,001 23 - 11 

OPA735 130 1,6 1,5 1 0,05 100 - 135 

ADA4528 140 3 0,45 0,3 0,002 220 0,225 5,5 

LTC2051 140 3 2 0,5 0,01 8 - - 

ISL28134 174 3,5 1,5 -0,2 -0,0005 120 - 8 

 
 

4. Noise Measuring of Amplifier 
The measured parameter of the amplifier was input noise. The HP 35660A FFT Spectrum 
Analyzer was used for this measurement, allowing a wide range of measurements in the low-
frequency range. The frequency range of the analyzer extends to 100 kHz. The completed 
measuring amplifier is shown in Fig. 4. 

 
Fig. 4. The front panel of the device. 

The measurement was carried out with a short-circuited amplifier input, and its output was 
connected to one channel of the spectrum analyzer. Averaging 100 values was used. Graphs 
of the total input noise per unit bandwidth were constructed from the readings for two 
different gain combinations. 
The total input noise voltage, see Fig. 5. It is obvious from the measured dependence that 
noise is very similar to white noise in its nature. Only large frequencies of noise voltage are 
visible at frequencies around 26 to 30 kHz. This interference causes the automatic amplifier to 
reset the clock frequency. To suppress this interference, we would have to limit the amplifier's 
bandwidth to less than 26 kHz or use another type of amplifier that works at higher clock 
frequencies. This measurement was unique in terms of determining the exact clock frequency 
of the auto-zero OA, as the manufacturer does not provide this information. The measured 
input noise voltage in the range of 1 to 26 kHz corresponds to the manufacturer's data of the 
operational amplifier and the simulations in the PSpice program. In this frequency range, the 
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amplifier meets the requirements for very low voltage amplification. At very high gains, even 
on the harmonic signal, the interference from the clocking frequency of OA auto-zeroing is 
more pronounced. Input voltages lower than approx. 30 nV cannot be measured as they are 
drowned in noise. 

 
Fig. 5. Input noise characteristic, gain description corresponds with the marking of amplifiers in block diagram 

on Fig. 1. 

5. Conclusions 
The designed isolation amplifier made it possible to significantly expand the frequency band 
of the analog fluxmeter UTEE and also eliminated the effect of the resistance of the 
measuring winding on the required sensitivity. It turned out that OZ LMP2021 contains 
unwanted zeroing products at its output. Therefore, a variant with ADA4528 will be proposed 
where the zeroing currents are above 1 MHz. 
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Abstract. Thermal expansion is well-known phenomena in which technical quantification is 
based on the coefficient of thermal expansion acquaintance. Laboratory instruments for 
thermal expansion coefficient measurement with high precision exist. However, they can test 
only short and homogenous samples. Advanced technology enforces the rigorous prediction of 
thermal dimension changes of a complex part where models may be too complicated or have to 
be verified. 
Keywords: Thermal Expansion, Coefficient of Thermal Expansion, Composite Materials 

1. Introduction 
The exact knowledge of real parts dimensions should be very important in plenty of applications 
where the temperature of the parts is changing. In some cases, the needs of unchanging part 
dimensions under the changing temperature are crucial.  
Several methods and laboratory devices for the coefficient of thermal expansion measurement 
exist and are commonly used. All of them are focused on the small, homogenous sample 
measurement. The thermal expansion of the parts and assemblies consisting of different 
materials is hard to predict. So the only way to find the parts thermal expansion behaviour is by 
measuring. 

2. Subject and Methods 
The method for long parts linearized coefficient of the thermal expansion measurement with 
resolution better than 0.3 × 10-6 K-1 was developed and verified. The aim of the method is a 
measurement of thermal expansion coefficient of longish, about one meter long real parts with 
high resolution. The method is based on the measurement of elongation of the sample, while 
the sample temperature is changed from start level to terminal one using climatic chamber and 
measured as well. The measured sample and elongation transducer are both fixed to a massive 
solid steel frame. It is hard to ensure elongation transducer stability when its temperature is 
changed, so the transducer has to be placed out of the heated area, while the only contact 
transducer is suitable because of resolution of at least 0.1 µm and long term stability. It enforces 
to put some extension element between the heated sample and the elongation transducer. 
Unfortunately, the unknown thermal profile of the extension elements and their thermal 
elongation introduce the systematic measurement error to the measurement results.  
To the systematic error determination, the reference sample measurement was realized. The 
reference sample was made from a homogenous material. The reference sample has to be as 
similar to the measured sample as possible in dimensions and thermal expansion coefficient, 
too. The elongation ∆𝐿𝐿 found during the measurement consists of the sample elongation 
component ∆𝐿𝐿𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆, the frame component ∆𝐿𝐿𝐹𝐹𝐹𝐹𝑆𝑆𝑆𝑆𝑆𝑆 and the systematic error component 
signed as ∆𝐿𝐿𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀, where the biggest part represents the mounting fixture expansion. The frame 
expansion is evaluated from measured frame temperature and known expansion coefficient of 
steel. Introducing the known reference sample elongation (2) into the eq. (1) as the sample 
elongation (∆𝐿𝐿𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 = ∆𝐿𝐿𝑅𝑅𝑆𝑆𝑅𝑅) leads to the ∆𝐿𝐿𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 evaluation. The reference sample 
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expansion coefficient 𝛼𝛼𝑅𝑅𝑆𝑆𝑅𝑅 can be measured by a proven laboratory device on a small sample 
made from the same semi-product as the reference sample. 

The ∆𝐿𝐿𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀, which has the same behaviour in all similar measurements, can measure 
systematic error compensation and evaluation of ∆𝐿𝐿𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 for tested samples. 

 ∆𝐿𝐿 = ∆𝐿𝐿𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 + ∆𝐿𝐿𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 − ∆𝐿𝐿𝐹𝐹𝐹𝐹𝑆𝑆𝑆𝑆𝑆𝑆 (1) 

 ∆𝐿𝐿𝑅𝑅𝑆𝑆𝑅𝑅 = 𝛼𝛼𝑅𝑅𝑆𝑆𝑅𝑅 𝐿𝐿0 ∆𝑇𝑇𝑅𝑅𝑆𝑆𝑅𝑅 (2) 

The Invar alloy was chosen as the reference sample material, especially because of its low 
thermal expansion coefficient. 

3. Laboratory Small Sample Measurement 

 
Fig. 1. Thermal expansion laboratory measurement of Invar alloy sample. 

The reference rod material small sample thermal elongation measurement was carried out. The 
sample elongation depending on its temperature, is shown in Fig. 1. It is evident that the Invar 
thermal elongation function is not linear. The thermal expansion coefficient ranges from 1.28 
to 2.54 × 10-6 K-1 in the measured temperature range of 20 - 150°C. The mean value of the 
thermal coefficient in this range is 1,67 × 10-6 K-1. 
The measured curve can be interpolated by the polynomial. Evaluation of the relative elongation 
function is more useful for next work than the relative elongation coefficient function; the 
reference point T0 = 20°C: 

𝜀𝜀𝑅𝑅𝑆𝑆𝑅𝑅 = 2.76 × 10−11 ∆𝑇𝑇𝑅𝑅𝑆𝑆𝑅𝑅3 − 2.18 × 10−9 ∆𝑇𝑇𝑅𝑅𝑆𝑆𝑅𝑅2 + 1.33 × 10−6 ∆𝑇𝑇𝑅𝑅𝑆𝑆𝑅𝑅 − 3.78 × 10−5 (3) 

4. Systematic Errors Compensation 
The reference measurement was done in two procedures. The first one was a standard two-
points measurement considering linear thermal expansion. The temperature for each of the start 
and the endpoint was kept for one hour. The temperature between these two points was forced 
to rise fluently. When the coefficient of thermal expansion was studied as temperature 
depending, the temperature rose in several steps with given stabilization time, see Fig. 2. 
Temperature dependency for the ∆𝐿𝐿𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 function was evaluated from each stable state, and 
the interpolation function was found as: 
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∆𝐿𝐿𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 = 9.14 × 10−8 𝑇𝑇𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀3 − 6.43 × 10−6 𝑇𝑇𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀2 + 

+2.20 × 10−4 𝑇𝑇𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 − 7.09 × 10−4 (1) 
 

 
Fig. 2. Reference measurement for non-linear compensation evaluation.  

5. Evaluation and Results 
Several samples of different materials were measured by the described method. The laboratory 
measurement of the short sample was carried out when it was possible, and its values were 
compared. The difference of measured thermal expansion coefficient obtained by laboratory 
measurement and by longish samples method was smaller than the method requirement. The 
interesting results were found for the composite sample measurement, see Fig. 3. Its expansion 
coefficient is very low and strongly dependent on temperature. The non-linear extension of the 
Invar alloy parts significantly influenced measured elongation values in this case. Fig. 3 
demonstrates the differences between the two-point (dotted line) and multiple-point 
(continuous line) systematic error compensation, where the upper two curves represent the 
sample elongation after compensation and the lower two curves correspond to the systematic 
error elongation component. This comparison is slightly incorrect because the reference 
measurement was done under different conditions than composite sample measurement (stair-
step vs. constant ramp temperature changes)  

                 

Fig. 3. Comparison of linear and non-linear measurement evaluation. 
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6. Conclusions 
The rising requirement of exact dimensions knowledge ingoing together with rising usage of 
composite parts enforces the development of the real part thermal elongation measurement 
methods. The developed method is based on the precise measurement of the real part elongation 
during controlled temperature changes. Because of the measurement design, the parasite 
influence of the fixtures has to be compensated. The reference sample was made from Invar 
alloy, which has a small, but not constant thermal expansion coefficient, so the error 
compensation is temperature depending. When all known influences are taken into account, the 
reproducibility of thermal expansion coefficient measurement was found better than 1 × 10-

7 m/m K-1. 

 
Fig. 4. Composite sample thermal coefficient changing in temperature. 

The measured special low expansion rod coefficient of thermal expansion depends on 
temperature and varies from +0.6 to –1.3 × 10-6 m/m K-1 in temperature range 20 to 150°C. The 
presented non-linear evaluation is still vitiated by an error of different measurement conditions 
mentioned above (stair-step vs. constant ramp temperature changes) because the composite 
sample was not available for repetitive stair-step measurement. The mounting fixtures 
temperature change is slower than for the measured sample due to its mass, so the resulting 
curve of thermal coefficient of the measured sample should be actually more flat than the 
presented one. Nevertheless, the non-linear evaluation is much more correct than the linear one, 
even when the temperature stabilization was ignored. 
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